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Figure 1: DeckFlow is an infinite canvas for creating multimodal content. In this case, detailed in Section 3.1, the user drags
a Goal Card (b) from the Hand (a), which generates an Action Card (c) connected to several Text Cards (d) representing the
decomposed specification. The Action Card spawns multiple Text Cards containing the constructed prompts (f), and images are
generated using them (e) so the user can explore the generative space. In a subsequent iteration of the task, the user moves
some of them into a Cluster (g), and uses one as input to the Action Card.

Abstract

Generative Al promises to allow people to create high-quality per-
sonalized media. Although powerful, we identify three fundamental
design problems with existing tooling through a literature review.
We introduce a multimodal generative Al tool, DeckFlow, to address
these problems. First, DeckFlow supports task decomposition by
allowing users to maintain multiple interconnected subtasks on
an infinite canvas populated by cards connected through visual
dataflow affordances. Second, DeckFlow supports a specification

decomposition workflow where an initial goal is iteratively decom-
posed into smaller parts and combined using feature labels and
clusters. Finally, DeckFlow supports generative space exploration
by generating multiple prompt and output variations, presented
in a grid, that can feed back recursively into the next design itera-
tion. We evaluate DeckFlow for text-to-image generation against a
state-of-practice conversational Al baseline for image generation
tasks. We then add audio generation and investigate user behaviors
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in a more open-ended creative setting with text, image, and audio
outputs.
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+ Human-centered computing — Interactive systems and
tools; « Applied computing — Arts and humanities.
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1 Introduction

With a short text prompt, someone with minimal prior knowledge
can generate a clever Shakespearean poem about a jaunt on a sunny
day in ChatGPT, an image of a beautiful oil painting of a flowing
wheat field at sunset in the style of Van Gogh in Midjourney!, or
a catchy pop-punk song pontificating about global warming in
Suno?. How can simple prompts lead to such complex and com-
pelling output? Generative Al models rely on statistical patterns
derived from massive amounts of publicly available training data.
The model makes assumptions about the user’s intent based on the
most commonly observed patterns in the training data. Training
data exhibits the same biases as online content in general [1], how-
ever, so this sort of one-shot prompting is limited in its ability to
creatively support diverse users and niche use cases.

In situations where the model’s output is unsatisfying, the user
may want to iteratively refine their specification and try again.
However, common generative Al tools make it difficult to exert
fine-grained control over what is generated and are limited in their
support for iteration. Users often resort to randomly tweaking the
prompt and re-running the model until the generated output is
acceptable, or they simply give up.

This experience has led to an explosion in research on user
interface affordances that provide more fine-grained control over
generative Al and better support for creative iteration. We start
in Section 2 with a survey of prior work on generative Al tools,
including tools for generating media of various modalities, such as
images, audio, text, and code.

Often, users want to generate artifacts that consist of sub-parts,
and which would require multiple sub-tasks that separately engage
a generative Al model. For example, when designing a scene in
a fantasy narrative, the user might want to generate a fantasy
setting, a creature, and a soundtrack separately before combining
the results to form the final artifact of interest. Many generative Al
tools are limited in their support for multiple parallel but connected
sub-tasks (the task decomposition problem).

Within each sub-task, users might want to combine more than
one prompt, constraint, or example to express their intent, but
existing tools are limited in their ability to combine multiple speci-
fications focusing on different aspects of a single task (the specifi-
cation decomposition problem). For example, users may want
to provide a natural language prompt describing a creature’s ba-
sic form—say “a fantasy dragon”—while providing an image as an
example of the body they want the creature to have, a group of

Midjourney. https://www.midjourney.com/home
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other images to describe the creature’s eyes more specifically, and
another group of images as examples of the general art style they
would like.

After providing an initial specification of their intent, users “roll
the dice” by letting the generative AI model generate output, of-
ten multiple times. Generative Al is stochastic in nature, so each
output differs slightly, forming a space of possible outputs for a
given specification. Users may be interested in exploring this space,
but many existing tools only present one output, forcing the user
to sequentially ask the model to generate multiple outputs (the
generative space exploration problem).

To address these problems, this paper introduces DeckFlow.
DeckFlow is a multimodal generative Al tool designed to sup-
port a variety of creative activities. Our focus in this paper was
on working with text, images, and audio, both as input to and as
output from the tool. The teaser image shows a simplified example
of a user workflow.

To address the task decomposition problem, all creative activ-
ity occurs on an infinite canvas consisting of a collection of cards
connected using visual dataflow affordances. Multiple sub-tasks, or
different iterations of a task, can be performed in parallel on the
canvas by separating the tasks spatially, or interacting with each
other through connections.

To address the specification decomposition problem, Deck-
Flow supports a specification workflow where an initial Goal Card,
typically consisting of a text prompt, is decomposed into an Action
Card, consisting of several textual labels, which serve as “ports”
in the dataflow diagram. Text, image, and audio cards can be con-
nected to these ports. The system initially decomposes the Goal
Card into a more granular collection of Text Cards to initialize the
Action Card.

To address the generative space exploration problem, users
can click a button on an Action Card to generate three groups
of three outputs from the underlying generative AI model. Each
output appears directly on the infinite canvas next to the corre-
sponding Action Card upon request. The user can freely delete,
group, or rearrange these outputs to explore the design space. The
user can also freely repurpose the output from one iteration of
content generation as input to one or more other tasks, including
future iterations of the same task.

(1) Section 2 provides an analysis of existing literature and
tools related to Al-assisted content generation.

(2) Section 3 introduces DeckFlow, a multimodal generative Al
tool that contributes novel solutions to each of the central
problems as just described.

(3) Sections 4-5 present empirical evaluations through two
comprehensive studies:

(a) A comparative study contrasts DeckFlow with a con-
versational baseline (ChatFlow) in open-ended and
closed-ended image generation tasks, demonstrating
the ability to afford distinct decomposition styles, rich
interactivity in the decomposition of specifications,
and similar outcomes with replication tasks, but sig-
nificant improvements in creative tasks.
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(b) A multimodal behavioral study extends DeckFlow with
audio generation and input, finding that users decom-
pose open-ended creative tasks which involve multiple
modalities in similar, structured ways, demonstrating
the tendency to rely upon text in specification decom-
position, and the distinct challenges associated with
multimodal exploring generative spaces.

In addition to our validation of DeckFlow as a whole, this pa-
per contributes generalizable knowledge in the form of (1) our
decomposition of the design space of generative Al tools around
the three central problems that organize every section of this paper,
(2) a set individual affordances in DeckFlow, validated by our study,
that could be implemented in other visual generative Al tools, e.g.
Action cards and our lightweight generative space exploration af-
fordances, and (3) insights about how humans engage in task and
specification decomposition and generative space exploration in
multimodal content generation tasks.

2 Background
2.1 Task Decomposition

Producing contemporary creative artifacts, like feature films, video
games, and mixed-media installations, requires coordinating dis-
tinct but interdependent tasks to produce and combine artifacts of
various modalities (video, audio, 3D geometry, code). Contemporary
creative tools therefore have developed affordances to support task
decomposition, i.e. decomposing larger tasks into smaller sub-tasks.

For example, the open-source Blender spans the 3D stack (model-
ing, texturing, animation, lighting, etc.), while isolating individual
tasks so, for example, lighting tweaks do not require considering
textures [2]. Infinite canvas tools such as Figma extend this principle
spatially, allowing teams to cluster related frames while retaining a
bird’s-eye view of the whole project [3]. Code Bubbles applies the
same idea to code on an infinite canvas, improving developer under-
standing and reducing navigation time [4]. Ethnographic studies
of developer whiteboards suggest that such spatial arrangements
decrease working memory load and externalize spatial mental mod-
els [5].

Generative Al tools have also started to explore the problem
of task decomposition. Conversational interfaces, like ChatGPT,
enable task decomposition through the ability to create multiple
conversations and conversation groups. The language model itself
can further break down a larger task into a sequence of smaller sub-
tasks, e.g. by being directed to use Chain-Of-Thought reasoning [6].

A number of other generative Al tools have explored infinite
canvases for task decomposition. Some tools retain a chat-like
prompting strategy, but arrange outputs from different tasks visu-
ally on an infinite canvas. For example, Promptify lays out each
batch of image generation results on a zoomable canvas. These
images arise from a textual prompt entered into a text box that
the user modifies over time [7]. Other systems retain the inputs
themselves on the canvas, but not as individual entities, including
ComfyUI (8], ChainForge [9], Sensecape (a text-only tool) [10], and
tldraw computer [11]. Of these, Sensecape and tldraw computer com-
bine both approaches, with both inputs and outputs appearing on
the canvas and with the ability to repurpose prior outputs as inputs

for a subsequent task. DeckFlow also takes this approach to task
decomposition.

2.2 Specification Decomposition

Within each sub-task, users often need to specify several distinct
aspects of the creative artifact, like its style, palette, tone, or rhythm.
Conventional creative tools provide a variety of affordances spe-
cialized to each of these. However, many contemporary generative
Al tools require expressing every aspect of the artifact using a nat-
ural language prompt. Practitioners therefore improvise, e.g. by
including bullet-point lists or pasted reference images, but in some
domains, this can limit their ability to specify their intent precisely,
e.g. with regard to a particular aspect of an image while leaving
others unchanged.

Generative Al tools have contributed affordances that help ad-
dress this specification decomposition problem. ChainForge can con-
struct a prompt from a template string. These fields can be inde-
pendently swept or frozen, enabling controlled A/B testing across
a single dimension [9]. CreativeConnect lets users specify discrete
keywords connected to specified regions of a sketch [12]. CueFlik
frames specification decomposition as interactive concept learn-
ing: users label positive and negative image examples, and the
system learns a weighted combination of visual features that can
be re-applied across queries [13]. PromptPaint interpolates con-
tinuously between multiple prompts during the diffusion process,
exposing a weighted blend rather than a concatenated string [14].
PromptCharm provides a mixed-initiative loop: an RL-based agent
suggests refined prompts, while users can tweak token-level atten-
tion or in-paint masked regions, exposing prompt, attention, and
pixel masks [15].

In the domain of strictly textual tools, Sensecape allows users to
decompose prompts into individual parts, arranged spatially, and
compare variants in parallel, merging the parts they like [10]. Lumi-
nate asks writers to tag sentences along qualitative dimensions (e.g.,
formality, concreteness) and then recombines those dimensions to
generate tailored drafts [16].

The regex synthesis tool Regae shows that letting users itera-
tively add examples or constraints to a live candidate set, rather
than authoring a monolithic spec, reduces cognitive load and speeds
convergence [17]. Empirical work on dimensional reasoning simi-
larly reports that separating axes of variation aids sense-making,
even though it introduces a modest interface learning barrier [18].

DeckFlow contributes novel affordances to support specification
decomposition in multimodal generative Al workflows. The user
initially specifies a high-level Goal Card, which the system first
decomposes into an Action Card that has labeled ports for each of
these features as well as initial input cards connected to each port.
Users can then modify or create new variations of each card as they
perform their task.

2.3 Generative Space Exploration

Generative Al models are stochastic and can generate a wide vari-
ety of outputs for a given task specification. Long before modern
generative Al models, visualization researchers argued that creative
work benefits from design galleries: curated arrays of parameter
variations that reveal structure in high-dimensional spaces [19].



Graphic-layout tools such as DesignScape revived the idea for auto-
matic poster composition, presenting users with multiple exemplar
layouts and allowing them to steer by favoring particular vari-
ants [20]. These gallery-based approaches exemplify a shift from
producing a single “best” artifact to navigating a solution space.
Modern generative models make that space substantially larger.

Rather than picking just one output from this space, many gen-
erative Al tools provide affordances for generative space exploration.
Sensecape treats every generated response from part of a decom-
posed prompt as a movable card; users can request additional
responses, duplicate or branch cards, build hierarchical concept
maps, and thus form a multilevel mental model of the generative
space [10]. Promptify offers a lighter abstraction: each successive re-
vision of a single prompt appears on a zoomable canvas, preserving
visual history and encouraging lateral comparison, though genuine
branching still requires manually copying the prompt [7]. ComfyUL
aimed at experts, provides a direct manipulation approach which
exposes seeds, schedulers, and CFG scales as node parameters so
designers can sweep numeric ranges and cache intermediate la-
tents, effectively turning low-level controls into gallery axes [8].
Dreamsheets gives a similar, but more accessible interface, adding
image generation directly into a spreadsheet application [21].

DeckFlow turns exploration into a multimodal branching graph.
When triggered, each Action Card spawns three output branches,
each based on a minor prompt variants and each itself contain-
ing three possible outputs. Any image, text, or audio card can be
dragged back as a slot value for that action card, allowing iterative
generative space exploration.

3 DeckFlow

To address the design problems just identified, we designed and im-
plemented DeckFlow to support task decomposition, specification
decomposition, and enable exploration.

3.1 Motivating Example

To begin, we will walk through an example DeckFlow usage sce-
nario. Chenxi has just moved into her new apartment and wants
to decorate the dining room. She knows she wants a landscape
picture showcasing the scenery of her hometown, in a style similar
to a Chinese ink painting, but beyond that, is overwhelmed with
possibilities and struggles to begin.

Chenxi starts by dragging from the Hand (a), creating a Goal Card
(b) in which she writes “Chinese style landscape, with traditional
pavilion, soft and diffuse light” The Goal Card then creates an
Action Card (c) with labels connected to discrete Text Cards (d),
extracted from her high-level prompt: Style: “Chinese traditional”,

Subject: “landscape”,Key Elements: “traditional pavilion”, Lighting:

“soft and diffuse”, and Natural Features, but because these fea-
tures weren’t specified in the original prompt, this connection is
empty. As a result, Chenxi thinks of natural features she is particu-
larly interested in: “water elements, mountains.” Satisfied with these
settings, Chenxi asks the Action Card to generate some images from
her specifications.

The Action Card begins by creating three different prompts, us-
ing the labeled inputs as guidance. Chenxi is now presented with
three rows of Image Cards (e), prompted using different Text Cards

Croisdale et al.

(f). The first row’s Text Card is created by simply concatenating the
inputs together: “Style: Chinese traditional, Subject: landscape..”,
resulting in images which closely match her input. The second
row’s Text Card is created by calling an LLM with those labeled
inputs, creating a more coherent version of the prompt: “A Chinese
traditional painting depicting a serene landscape with a traditional
pavilion..” The third row uses these inputs in a small local LLM
which has been optimized to generated creative and aesthetically ap-
pealing image prompts, yielding a less-precise, but more interesting
row of Image Cards: “In the heart of a serene Chinese courtyard, a
traditional Chinese painting unfolds, featuring a serene landscape..”

In a couple of the Image Cards from the second row, Chenxi
likes the way the sun is peaking through the mountains in the
background, but isn’t quite sure how to describe it. She moves these
Image Cards to a different region of the canvas and forms a Cluster
(g) around them, indicating to it that she wants to understand how
to describe the phrase ‘sun’ from these Image Cards. After clicking
the ‘interpret’ button, the Cluster generates a Text Card illustrating
how to create a prompt which captures this essence: “Pale yellow,
gently peaking from behind mountains”

Satisfied with this description, Chenxi decides to modify the
existing Action Card to include this information. She begins by
moving the old Image Cards to a region above the Action Card
so that she can refer to them later. Chenxi adds the input ‘sun’ to
the Action Card, and connects the Text Card from the Cluster to
it. After regenerating, she realizes that the images are missing the
pink cherry trees she liked from her previous set of images. Rather
than using the Cluster this time, she decides to add a new input,
‘trees’, and connects an Image Card to it.

With these changes, Chenxi decides to re-generate a new batch
using the Action Card. These next three rows of images provide
different interpretations of her input. Chenxi finds that the second
row matches her expectations better, finding one in particular that
she likes the most.

3.2 Interface Overview

In order to enhance engagement and familiarity within the system,
Ul elements and interactions were designed around a card-game
aesthetic. To make the dynamic state of the system easily glanceable,
cards have subtle animations and a message bubble (diagrammed
in Figure 2), inspired by the card game Cultist Simulator>.

3.2.1 Task Decomposition on an Infinite Canvas. Cards in DeckFlow
are organized on an Infinite Canvas, inheriting several interface
mechanics familiar to users of programs like Miro, Figma, or Pow-
erpoint. Users can zoom or pan the view using a trackpad or mouse.
Users can select cards by clicking each individually, or by dragging
arectangular region. These entities can then be dragged, duplicated,
or removed. To create a connection between entities, users can drag
an output socket into an input socket, snapping when close. Eligi-
ble entities can be placed into a Cluster by pressing the “cluster”
button on a selection. Selections can also be copied and pasted into
the interface, or as serialized elements in other applications. The
infinite canvas is intended to support flexible Task Decomposition.

3Cultist Simulator. https://weatherfactory.biz/cultist-simulator/
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Figure 2: The lifecycle of a generated card. Micro-interactions
help communicate the system status to the user.

3.2.2 Cards as an Interactive Task Atom. To support system visibil-
ity, a Card can have one of the following states: ‘waiting’, ‘loading’,
‘error’, or ‘success’, as seen in Figure 2. When in the ‘waiting’ state, a
Card will slowly shake, indicating that it is waiting for the backend
to begin working on it. Once the backend has begun computation,
it will shift to the ‘loading’ state, shaking faster, and revealing a
bubble to show what computation is occurring. Upon entering the
‘error’ or ‘success’ state, a small ‘jump’ animation will play, and a
bubble will appear explaining the transition. To promote recall and
resumption, Cards also have a toggleable “Info View”, as seen in
Figure 3, which provides information regarding its history on the
interface, such as a clickable reference to the Cards which influ-
enced its generation, and the method and prompt which was used
to generate it.

At the bottom of the interface, there is a ‘Hand’ of cards (a) which
the user can drag from to create new elements. Additionally, users
can drag files or paste data into the interface, and DeckFlow will
convert them into a supported Card element.

3.2.3 Data Cards. In DeckFlow, all data is represented by a data
element, either uploaded by the user or generated by the system.
These elements can serve as input to any functional element which
accepts a connection, with implicit type conversion performed
using the user annotation, introducing multimodal input to all
functional elements. There are three types of data elements, the
Image Card, the Text Card, and the Audio Card, containing Image,
Text, or Audio data respectively. A Text Card can be edited by the
user at any time, but the Image Card and Audio Card is immutable
once created.

3.2.4  Function Cards. Function elements allow the user to interact
with data elements and provide input. There are three types of
function elements: the Action Card, the Goal Card, and the Cluster.

delete
duplicate .
Info View
@ X I Method:
GPT-4
——) Influences:
@ TEXT TEXT

click the info button for
detailed information

hover to highlight
or click to zoom to
influence card

Figure 3: Cards have an Info Button which reveals informa-
tion about how it was created, a Duplicate button and a Delete
button.

3.25 Action Card (c) for Specification Decomposition. Action cards
have a set of sockets labeled with text, which we refer to as “la-
bels” in this paper. These text labels can be used flexibly to support
specification decomposition. For example, if an Image Card con-
taining a landscape image is connected to an Action Card with
the label ‘trees’, then the generative Al model may interpret this
as only the trees of the landscape should influence the generated
Image Cards (h). To programmers, this may be reminiscent of cre-
ating a function prototype, writing input variable names which
are indicative of how they should be used to provide cognitive
scaffolding.

When triggered, the Action Card combines the content of all
connected Cards, creating three Text Cards (f). At this point, if the
Action Card’s target modality is not text, it uses these text cards
to serve as the prompt for 3 cards of the target modality using
DeckFlow’s Al Core (e).

3.26 Goal Card (b) for Collaborative Specification Decomposition.
During pilot studies, users expressed frustration in creating Ac-
tion Cards, unsure of where to get started. In response, we created
the Goal Card. The Goal Card accepts goal text from the user us-
ing a text box, such as the teaser’s “Chinese style landscape, with
traditional pavilion, soft and diffuse light.” Upon being triggered, it
utilizes DeckFlow’s AI Core to generate an Action Card (c) with
text labels to serve as scaffolds, extracted from the provided goal
text, already connected to a Text Card matching if defined in the
goal text (d), or disconnected to indicate to the user that it needs
more information.

3.2.7 Cluster (g) for Example-Based Specification. Like the Ac-
tion Card, a Cluster can accept arbitrary number of cards of any
data type. The Cluster, however, contains its inputs, moving them
as it moves. Rather than accepting a text label for individual input,
the Cluster has space for only one optional text label, representing
the idea of the entire cluster. When triggered, it uses DeckFlow’s Al
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Figure 4: The Action Card and Cluster send similar requests to the Al Core, requesting input interpretation, combination, and

for the Action Card, subsequent Image Generation.

Core to generate a Text Card which represents the shared features
of each of the inputs, steered by the text label. Early prototypes of
the Cluster had an output socket which connected to an Action Card
directly, but pilot studies indicated that this lacked necessary trans-
parency, as users wanted to make adjustments to the output, such
as extracting a few keywords, before connecting to an Action Card.

3.3 Implementation

DeckFlow is an open-source application, which will be released
publicly under the MIT license. The DeckFlow system consists of a
HTMLS5 frontend, Node]JS backend, and hot-swappable workers in
Python.

3.3.1 Frontend. DeckFlow’s frontend was programmed in React,
Typescript, and Node]S. Early versions utilize tldraw* for the Infi-
nite Canvas interactions. This was replaced with a custom Infinite
Canvas implementation in order to overcome core system issues
relating to circular state dependencies and a non-permissive license.
All interface elements and their animations, such as the Cards and
Clusters, were written in React, Typescript, and Sass.

3.3.2 Backend. The backend, written in NodeJS, manages a data-
base of shared data, a list of clients (i.e., instances of the DeckFlow
interface), a list of workers which can perform computations at the
request of the user, and a WebSocket server for them to communi-
cate with each other. Upon receiving a request from the frontend,
the backend chooses an available worker to process that request,
prioritizing ones which have the required models already loaded.

4tldraw. https://github.com/tldraw/tldraw

3.3.3 Workers. To communicate with the backend, we created a
Python library to perform work and update client elements in Deck-
Flow, designed to support future extensions and modalities. Each
worker node utilizes this library to accept certain jobs from the
backend, such as “Generate Image”, “Interpret Data”, or “Generate
Text”, illustrated in Figure 4. These can be specialized according to
available hardware and dynamic user needs. Worker nodes com-
municate data updates to the frontend through a WebSocket, while

providing the frontend with real-time status updates.

3.3.4 Al Core. The Al Core handles most of the logic and computa-
tion in DeckFlow. For example, as shown in Figure 4, it takes input
from Action Cards, Clusters and other components, and interprets
them multi-modally, combines the interpreted results in various
ways for prompting diverse image generation, and finally prompts
the Image Generation model to generate images. To determine
the settings for the AI Core, we performed a series of preliminary
testing on a range of VLMs which support the image modality,
system prompts, and one-shot examples, and eventually opted to
use GPT-4-Vision-Preview® for its performance and availability. As
zero-shot acoustic audio understanding is not as available or robust
as image understanding, the prompts which generated audio are
used as input, but this can be easily replaced as audio Al develops.

3.3.5 Image and Audio Generation. To balance responsiveness and
quality, Stable Diffusion XL Lightning® was selected for Image Gen-
eration. To broadly improve prompt quality and divergence in the

SGPT-4-Vision-Preview. https://platform.openai.com/docs/models/gpt-4-and-gpt-4-
turbo
SD-XL Lightning. https://huggingface.co/ByteDance/SDXL-Lightning
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Table 1: Tasks utilized during the Comparative Study.

Task A

Close-Ended
recreate a given image
as closely as possible

Open-Ended

create an image that Create a picture you might like to Create a picture of a place you

best satisfies a text hang up in your dining room

prompt

might like to live

third row of the Action Card’s generated Image Cards, the 77M pa-
rameter LLM SuperPrompt’ was selected. For audio generation, the
Stable Audio model [22] was selected, as it is one of the few openly
accessible audio generation models currently available; while Sta-
ble Audio excels at tasks like sound effects, it is less successful in
creating legible outputs such as music or spoken word.

4 Evaluation Method

To evaluate the effectiveness of DeckFlow, understand patterns
of user behavior, and extract generalizable insights relevant to
the designers of other generative tools targeting end-users, we
conducted two studies. The first study compares DeckFlow with
ChatFlow, a ChatGPT-like interface for text and image generation
that uses the same backend generative Al models (the comparative
study). This is followed by a more in-depth study of user behavior
using a version of DeckFlow modified to also support audio (the
multimodal behavioral study). Each session was scheduled to be
2 hours long, and participants were compensated with a $30 USD
gift card.

4.1 Comparative Study

When choosing a baseline, we considered a number of related tools.
Many modern image generation interfaces described in the litera-
ture like Promptify [7], WorldSmith [23], and GenQuery [24] did
not have publicly accessible code during the selection time. Others
which offer promising interaction methods like Luminate [16] and
ChainForge [9] did not support image generation at the time of the
study. The popular image generation interfaces Automatic1111 [25]
and ComfyUI [8] are one-shot text-to-image generation systems,
with little support for task or specification decomposition. There-
fore, we chose the most powerful state-of-practice baseline: a con-
versational interface based on the widely used ChatGPT tool. To
avoid comparing against an artificially weak strawman, we resolve
some artificial limitations of ChatGPT in an interface called Chat-
Flow, which allows users to generate arbitrarily many images at

7SuperPrompt. https://brianfitzgerald.xyz/prompt-augmentation/

once, edit prior messages in the chat history without removing
existing messages, and re-generate any output as needed. Addi-
tionally, ChatFlow uses the same image generation model, Stable
Diffusion XL Lightning, as DeckFlow.

4.1.1 Research Questions. This study sought to understand how
the novel interface, DeckFlow, impacted text to image generative
tasks.

RQ1: How do users approach the Task Decomposition problem in
both interfaces?

RQ2: How do users approach the Specification Decomposition
problem in both interfaces?

RQ3: How do users approach the Generative Space Exploration
problem in both interfaces?

4.1.2  Procedure. We conducted a within-subjects user study con-
sisting of open and closed-ended text to image generation tasks
with 16 students recruited from a Computer Science and Engineer-
ing email list: 8 male, 7 female, and 1 non-binary, all of whom were
between 18-25 years of age.

First, users were given a brief demographic survey, followed
by an introduction interview. After this, users were given a brief
tutorial in each interface. Then, users were given two think-aloud
tasks, shown in Table 1, for each tool with a flexible time limit of
10 minutes each (2 tasks X 2 tools X 10 minutes = 40 minutes). The
tasks and the order of tools used were counterbalanced to avoid
ordering effects.

(1) A closed-ended task, where participants were asked to recre-
ate a given image as closely as possible; these are designed
to study situations in which a user’s design space is nar-
rowly defined.

(2) An open-ended task, requiring participants to create an
image that best satisfies a given text prompt; these are
designed to study more exploratory, divergent design pro-
cesses.
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Table 2: Tasks utilized during the Multimodal Behavioral Study.

(1) An encyclopedia entry
which describes the
characteristics of the
creature

(2) An image of the crea-
ture in its habitat

(3) An audio clip of the
creature

(1) An image to advertise
the event

(2) Text that you might in-
clude on a poster to en-
courage people to join,
including the time and
location

(3) A sound bite that you
might include on an
TikTok or Instagram
Short for the event

Task Name | Creature Chess Club Children’s Book
Media Keywords: Evening_Melodrama.mp3®
chess, fun, social, sun
Time: 3:00pm, June 4th, 2024
Location: Green Park, 123 Main
St
Instructions | Imagine a creature has the fol- | Create components of a me- | You are writing a short chil-
lowing qualities: dia campaign to advertise this | dren’s story which might have
It is considered "cute”, event. this soundtrack. A page should
It has 6 legs, include some image and some
and lives in the environment text.
pictured above.
Output

(1) A page which describes
the setting of your story

(2) A page which describes
some minor conflict in
the story

(3) A page which resolves
that conflict in the story

(4) Some sound effect for
one of the pages

This dual-task study design incorporates common techniques in
evaluating image generation and modification tools, approximating
realistic image tasks [15, 26].

We collected data through various means, including basic usage
metrics (e.g., number of images and text inputs used), user ratings of
different features, self-reported success in ChatFlow vs. DeckFlow,
screen and voice recordings, and interviews at the beginning, after
each task, and at the conclusion of each study.

To qualitatively analyze this data, we watched each study several
times, extracting utterances and notable uses of the tool, populating
an affinity diagram. We then separated these findings into themes,
including counter-examples, and crafted interpretations.

4.2 Multimodal Behavioral Study

After analyzing the findings from the first study, we sought to fur-
ther interrogate these findings and the extent to which they also
apply to text and audio generative targets. We also took this oppor-
tunity to perform a design iteration to improve small aspects of the
user interface where we observed users consistently struggled:

o Audio was added as input and output

o Goal Cards were unified with Text Cards

e Clusters were directly usable as input rather than merely
generating a Text Card

o Text Cards could be dynamically sized to make them more
visually manageable

We conducted a user study involving 7 individual participants,
also recruited from a Computer Science and Engineering email list,
of which 3 were male, 4 were female, all of whom were between
18-25 years of age. Users performed 2 tasks from a pool of 3, shown
in Table 1, in which they generated a text, image, and audio artifact
for each.

4.2.1 Research Questions. This study was designed to more deeply
understand the results from the Comparative Study, so we again
evaluate RQs 1-3, evaluating only DeckFlow, and additionally ex-
plore the following question:

RQ4: How are different modalities treated as input and output?

4.2.2  Procedure. In this study, after a brief demographic survey
followed by a introduction interview, users were given a brief tu-
torial of Deckflow. Then, users were given two think-aloud tasks,
shown in Table 2, counterbalanced to include 2 of the tasks from a
pool of 3. These tasks were administered with a flexible time limit
of 15 minutes each. Some participants took substantially longer in
these tasks, meaning they could only complete one task during the
study period.

After each task, state was reverted to the time in which a user
used each of the primary input mechanisms: Text, Image, Audio,
Cluster, as well as Action Card generation. If a user had not used
one of the input mechanisms naturally, they were asked to per-
form another generation. During this retrospective think-aloud,
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users were asked questions relating to their expectations and their
perception of the output.

At the conclusion of the study, we ran a modified version of
the Creativity Support Index survey [27] for each major feature:
text/image/audio as input, cluster usage, and action card genera-
tion. We sought to understand user perception of these features of
DeckFlow in order to perform a precise analysis.

We collected more targeted data in this study, including a de-
tailed log indicating each action a user takes, along with screen and
voice recordings. To classify the types of labels that were used by
participants, we constructed a codebook with examples from the
previous study.

5 Results

We detail the results of both user studies, comparing DeckFlow
and the baseline ChatFlow using system logs, interview results,
recordings of participant use, and survey results, in an effort to
answer our research questions. To refer to participants, we use
the format P 2, where the subscript indicates the study (A for
Comparative Study, B for Multimodal Study), and the number is a
unique identifier for that participant. To refer to participants, we
use the format ng =3.

5.1 RQ1: How do users approach the Task
Decomposition problem in the interfaces?

One of the biggest differences between DeckFlow and other Genera-
tive Al interfaces, such as a conversational interface or a traditional
dataflow programming environment, is the ability for users to or-
ganize their input and output in whatever way they desire, not
constrained by data-flows, linear chat, or modal type conversions.

5.1.1 Users developed distinct styles of use in DeckFlow. Upon de-
tailed analysis of usage logs and study recordings of the Compara-
tive Study, three spatial patterns of use emerged:

(1) Top-Down Sequential (np =9): Users such as P4 6 used the
interface linearly, in a manner comparable to the baseline,
creating new Action Cards connected to previous output
and desired modifications in Text Cards to iteratively im-
prove upon their output. “It was nice to copy things and
have them right next to the old input, change a few things,
and then go back up and see your old work” (P 6).

(2) One-Card Iteration (na =4): Users like Pp 5 further empha-
sized pure iteration in their approaches, using only one or
two Action Cards for their generations. “I don’t like moving
things around, if I have to move hold down for an extended
period of time” (P4 5).

(3) Divide-and-Conquer (np =3): As exemplified by P 4, this
method consists of specializing different image features
in different areas of the board, taking successful image or
text prompts to a “main” area of the board upon reaching
satisfactory prompt adherence. “It’s like a storyboard. 'm
developing the architecture style here, and I'm gonna finally
plug it into the main Action Card” (P4 4).

Due to the increased number of outputs required in the Multi-
modality study, these trends were not apparent, but modal patterns
emerged, explored in 5.4.

5.1.2  Clusters as a structural tool. Although originally designed
to satisfy the Categorization specification method, some users
(na =3,np =4) opted to use clusters to group cards around for struc-
tural management. As seen in Figure 6, Py 6 combined these ap-
proaches when creating a poster, text, and audio to advertise a
fictional chess event; they started by finding text prompts that
worked well for the poster, putting them in a cluster, and then used
that cluster as input for the text and audio generation.

The single-stream conversation helped participants (na =7) keep
focus on a single image: "This interface was more successful because
it gave one image to work off of rather than a bunch. I wasn’t
working on fixing all of the images, I just had to tweak a single
image" (P 11).

However, participants noted difficulty in controlling this linear
flow; Pp 9, during a closed-ended task where they were asked to
recreate a picture of a bird as closely as possible, stated “[ChatFlow]
is jumping back and forth and up and down on my expectations.
Sometimes, I give it a new point with some slight modification, and
it will give a completely different output. I can only make a few
modifications at each point... He has even lost my progress. For
example, in this point I wanted to increase the number of birds
from 4 to 6. Then, it increased the number from 4 to 7, and that is
not correct, and then it also add a branch”.

5.1.3 Context Management. A common complaint with the base-
line, ChatFlow, was the inability to control the context of generation,
including previous prompts and generated images (na =6):

according to P4 6 in a screen viewable at Figure 7, "ChatFlow
allows you to go step-by-step really easily, but you’re also limited
in that... it like takes all the the context and throws it all back in
again. I'm constantly making new chats."

In DeckFlow, users found that the Action Cards modularity made
it easier to reconfigure the prompts given to the generative system
(na =4), with P 4 stating “In [ChatFlow], if I change something,
the pictures would look drastically different, but the [Goal Card]
allowed me to tweak my prompt in a more controlled way... even if
I didn’t love an [Image Card], I know that I can add a detail to the
[Action Card] to get to my goal”

Pp 6 wanted more robust history management in DeckFlow, bor-
rowing features from the ChatBot model: “[I would add] the feature
of branching out from an input multiple times... it would be great if
there was a history and backtracking stuff where you can memorize
historical context—it could be optional”

5.1.4  Patterns Change Over Time. A significant number of users
(np =11,np =5) expressed an evolving understanding of DeckFlow
throughout the study, often articulating how their approach shifted
as they became more familiar with the tool. Pp 12 reflected on
this learning process: "I guess the main reason was that I am not
familiar with this tool compared to the other one, because I know
how like ChatGPT generally [does] simple task step-by-steps pretty
well. Now I am more familiar with [DeckFlow], if I am asked to do
another task, I might just start by using a Goal Card... I find that
the Goal Card is pretty effective in giving you a good starting point
of everything. It gives you breakdown of the prompt, so you can
iterate more easily." Other participants also noted how their usage
patterns evolved:
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Figure 5: Different workflows in DeckFlow observed in the Comparative Study (np = 16), as discussed in 5.1.1.
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Figure 6: Some users, like Pp 6, used Cluster in creative ways, beyond the Categorization specification method.

o Pp 6: “The cluster was helpful—didn’t use much, but I would
use more if I had more time. I need to be able to try it out
multiple times”

e P, 3: “The previous experienced helped me a lot compart-
mentalizing”

e P 1: “I would really like this tool if I had more practice
with it—If you gave me a week free trial, I would fall in love
with it”

5.2 RQ2: How do users approach the
Specification Decomposition problem in the
interfaces?

5.2.1 Specification in ChatFlow. In the ChatFlow interface, all users
but Px 2 specified their requirements using a linear conversation.
These messages were generally anthropomorphic, especially as
users got more frustrated with ChatFlow’s ability to follow instruc-
tions, such as these from P 9 in Close-Ended task A: “more closer

and one branch!!!!”, “I only see four birds?”, and “I want one branch,
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Figure 7: Users like Py 6 had issues branching their designs
in ChatFlow.

why you give two branches again? also the birds are white-belle
not yellow and red”.

Some users (np =8) began a task with a high-detail prompt, seek-
ing to immediately create a potential final output. Some (na =10),
like P 6, began with a basic image, adding required details one
after another. Some users (np =3) downloaded some collection of
favorable images, reloaded the page to reset the conversation, and
uploaded the images to apply their context from a new perspective.

Pa 2 used a unique technique in which they spent over 5 minutes
crafting a detailed prompt in ChatFlow each time before generat-
ing their first output. After they received the output, they edited

their original prompt, at no point taking advantage of ChatFlow’s
memory capabilities.

It’s worth noting that while some participants (ns =3) mentioned
using bullet points as one of their prompting strategies used in real-
world tasks, this technique was not observed in their actual use of
ChatFlow.

5.2.2  Action Card Interactions. We observed three different types
of labels for input in the Action Card used in each study:

(1) Constraint: A specific, non-interpretive condition that the
output should fulfill, such as P 8’s ‘number of birds’: ‘6’

(2) Annotation: A label used to interpret or specify some input,
such as Py 11’s ‘bird species’: (image of a bird)

(3) Instruction: A natural language instruction, such as Pp 6’s
“More images like this” seen in Figure 8

(4) Empty: An empty label

The ‘instruction’ label type was not anticipated in system design,
but was utilized by a few different users (ng =3,ng =2). Counts of
these label types used in the Multimodality study can seen in Table
3.

Some users (na =5,n5 =3) expressed difficulty in writing labels,
as verbalized by P 11: “I had trouble coming up with my own
annotations for the action cards. I wasn’t sure what it could take,
and how specific I could get with it... It was easier to use the goal
card in the beginning when I didn’t quite know what I wanted”

5.2.3 Clusters. Use of the Cluster led to discovery of concepts
previously unknown by users in Close-Ended Tasks (na =4).

In P4 8’s case, the Cluster even correctly identified the correct
bird breed, the Zebra Finch, from Close-Ended Task A from only im-
ages previously generated in DeckFlow, without being prompted by
the user. P 11 verbalized “The Cluster helped it feel less overwhelm-
ing, more like I was like getting to a point rather than diverging
away from it."

Some users expressed that they did not remember to use a cluster
(na =2,ng=3), or avoided its use because they did not understand
it (np =2).

Other users, however, did not find the cluster to be as useful as
input; Pp 4 verbalized "I don’t really understand how the clustering
feature acts differently than if I were to use separate text prompts
and attach them to different labels. In my head, if I'm not sure how
that would change results" Py 4 later stated “Clustering works well
to visually group the elements—the visual part of the tool is the
most appealing. It does help to combine groups of prompts that
you want associated with each other”

5.24 Goal Card Interactions. Goal Cards was popular among par-
ticipants, primarily utilized to break down high-level prompts into
more manageable components. P 11 articulated this benefit, stat-
ing, "The goal card helped a lot with breaking down large prompts
into specific parameters, and I have the opportunity to choose
which ones I want to implement.”

Some users employed Goal Cards as a task decomposition strat-
egy, giving the system context for the entire task, not just the
subtask stage. For instance, P 11 used a Goal Card to pose the
question, “Show me a place people want to live in”. Similarly, Pg 7
utilized a Goal Card with the label “A child story with a twisted
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Figure 8: P, 6 communicating the DeckFlow using ChatBot-like instructions in Hard Task B

Table 3: Label categories and input modalities attached to an Action Card each time a modality was generated.

Type of Label
Modality Annotation Constraint
Text 13 7
Image 47 6
Audio 17 3

Type of Input
Instruction Empty Text Image Audio
1 7 25 3 0
0 11 61 2 1
1 6 20 6 1

storyline, explained with three images and text description” for the
Children’s Story task.

During the comparative study, many users (na =4) expressed a
desire to provide multimodal input to the Goal Card. However, after
this feature was implemented in the subsequent study, participants

consistently used only text as input when creating an Action Card.

5.3 RQ3: How do users approach the Generative
Space Exploration problem in the
interfaces?

5.3.1 Similar performance in closed-ended tasks. In the rating scale
results from the Comparative Study (Figure 9), there was no clear fa-
vorite for close-ended tasks; P4 11 stated that “I prefer ChatFlow for
[closed-ended tasks] because it’s more suited for sentence prompts”,
but P 9 disagreed, saying “In the hard task, I definitely prefer Deck-
Flow because it gives me several options, and gives me an outline
of what GPT expects”. In the survey, DeckFlow was more closely
resembled the user’s target image, but were evenly satisfied with
the final image.
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Figure 10: User evaluations of their outputs, (15 total) during the post-task interview. Pg 5 was unhappy with the generated

audio content.

5.3.2  DeckFlow was universally preferred in open-ended tasks. As
seen in Figure 9, participants found DeckFlow preferable in both
outcome and usability in open-ended tasks, but similar in outcome.
Notably, Pp 6 gave ChatFlow a 1 out of 7 when asked about ease
of use for their open-ended task, stating “[ChatFlow] made more
sense if I wanted to do one specific change to an image; something
creative would be way easier in DeckFlow—you had such a wide
array of images you got back so fast, and the prompt generation was
really phenomenal. In ChatFlow, you had to type out the prompt,
or ask the model to type it out”.

5.3.3 The role of divergence. The ability of an interface to diverge
from past output was noted by many users (np =8,ng=4). Pg7
indicated that DeckFlow’s design supports this: “I think at least the
prompt part—generating image or audio—the prompts are there.
I don’t need to write them on my own. The creation process is a
very slow process if I do it by myself. For DeckFlow, I see more
possibilities more quickly. Although the image doesn’t live up to my

expectation, it helps me know what I want, because I know what I don’t
want. Overall, I think it’s great for my creative process.” Because
each of the generated rows utilize different prompting methods,
some users (na =5) picked up on these differences, especially the
less adherent but more creative third row: “For the third row—it’s a
higher quality picture, but it doesn’t really reflect the prompt “Also,
there’s one thing that I have noticed is that since there are 3 roles
every time, and I barely find any image from the last row relevant
to what I want, although it is like a higher quality picture” (P4 12).

Divergence was not always helpful, as stated by P 11 during
their Close-Ended task: “There was more variety in these images,
and I think that worked to the detriment to me trying to do the
task. I was looking for something very specific, and it didn’t really
quite hold”
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Figure 11: Adapted Creativity Support Index across modalities in the Multimodality Study ng=7.

5.4 RQ4: How are different modalities treated as
input and output?

5.4.1 Text dominates as specification input. Users preferred using
text to specify their intent, using it for 89.5% of their Action Card
inputs, and rating text much higher than images or audio for each of
the modified Creativity Support Index questions [27]: “Sometimes,
I’'m not sure to what extent do the audio or images affect the output,
but I can always resort to text as the input, and it’s very clear to
me” (Pg 3).

Some users (ng =3) mentioned that it felt like “Google Translate”
or the game “telephone” due to the intermediate context always
being revealed through text and the model’s gaps in modal under-
standing: “I think they all go through text; it reminds me of the
old Google Translate, how if you translate to different languages,
especially obscure ones—Haitian Creole for example—it would go
through English, and you would see the English words that they
couldn’t translate. The image and audio cannot directly translate
to each other, but they get described by text first, which is more effi-
cient since you don’t need a separate model to communicate between
that audio and the image. At least ‘telephone game’ results were
all pretty. It was positive for entertainment since you get slightly
different things, but negative for trying to make something precise”
(Pg1).

One notable exception is Pg 6, who gave Audio as Input a 7 out of
7 when asked about its Precision, stating “It’s always a problem to
get everything in my mind to the model. No matter with text, image,
or audio—this is also a problem when I try to convey my thoughts
to a real person... I can never express myself entirely—being able to
express myself in different ways helped me. Like to say, if someone
doesn’t know Picasso, I can at least show them an image”

5.4.2  Text was the least interrogated output. Despite being the dom-
inant choice for input, text only accounted for 16.8% of the output
generated. Additionally, of the final text outputs in the Multimodal-
ity Study, 6/12 ended in incomplete sentences due to the model
reaching its token limit, such as Py 5’s chosen text output for the
Creature task: “.., and small invertebrates. The creature often [sic]”.

5.4.3 Most generations were images. In the Multimodality Study,
image generation accounted for 61.0% of all generations, consis-
tently among each task. Participants began most tasks (8/15) with
image generation, such as Pg 6, whose creative use of the Cluster
was discussed in 5.1.2.

5.4.4 Strong reactions to Audio. Despite only averaging 2 bulk
generations per task, some participants (ng =3) had strong reactions
to generated audio. For example, as seen in Figure 10, Pg5 was
unhappy with their generated audio content which sounded vaguely
like giggling and crackles: “That was nightmarish... I'm not gonna
hold it against the model. I think if it were a better model, this
would be closer to what I want.” Pg 7, when generating audio for
the Creature task, indicated they were somewhat fearful of listening
to the audio, worried that it would be “creepy” due to the image
used as input. However, after one generation, they stated “I think
the sound is what makes a creature imaginative most. The visual part,
although it may look like a different creature than what exists on
earth, maybe I can imagine it from the descriptions, but the audio, I
totally cannot expect. In daily life, we learn a lot from what we see,
but not a lot from what we hear. I think audio is the most important
part to make this creature like an alien. The audio makes me feel
like the creature exists”

6 Discussion

6.1 Supporting Task Decomposition Through
Interactivity

DeckFlow’s infinite canvas addresses the task decomposition prob-
lem by enabling users to organize work according to their prefer-
ences. This flexibility fostered diverse usage patterns (5.1.1), from
top-down sequential to divide-and-conquer approaches, while en-
couraging exploration (5.3.3). Components like Clusters were adapted
beyond their intended purpose for canvas organization (5.1.2), high-
lighting users’ need for structural management. Future interfaces
could enhance task decomposition through attention heatmaps
from PromptCharm [15], or spatial dimensions for parameter and
prompt exploration from Automatic1111 [25] and Dreamsheets [21].
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Widespread Al tools, however, lack many of the features re-
quired to support these interactions. ChatGPT [28] and Cursor?, for
example, lack robust and glanceable incremental version control
and usage flexibility. As features like the Model Context Proto-
col!® become more widely integrated and new modalities enable
more complicated Human-AI co-creation, it is vital that interfaces
that support flexibility and glanceability develop alongside these
technical accomplishments.

6.2 Conversational Expectations

Though DeckFlow addressed specification decomposition through
structured components, users frequently approached it conversa-
tionally, potentially revealing ingrained mental models from inter-
faces like ChatGPT. Users created instruction-style labels in Action
Cards (5.2.2) rather than using the intended annotation types, and
used Goal Cards as if they were beginning a conversation (5.2.4).
Combined with the frustration of DeckFlow lacking a centralized
memory model (5.1.3), it seems that user expectations of natural
language have begun to include features found in Chat interfaces.
Future interface designers must either accommodate these con-
versational patterns, or provide clearer scaffolding for alternative
interaction models.

6.3 Multimodal Inputs and Generative Space
Exploration

DeckFlow’s approach to generative space exploration through mul-
timodal inputs showed mixed results. While supporting iterative
refinement (5.2), it sometimes failed to maintain consistency in
direct iteration (5.3.1), and created disconnection between modali-
ties (5.4.1). Users strongly preferred text for specification (89.5% of
inputs) but spent most time with images (61% of generations), and
showed strongest emotional responses to audio (5.4.4).

These findings suggests that modalities can serve different roles
in generation: text for precise specification, images for quickly
understood output, and audio for emotional engagement. Future
work could enhance exploration by giving direct control, such as
attention masking [15] or model adaptation [29, 30].

6.4 Threats to Validity

Our lab studies had several limitations: short tasks (10-15 min), a
homogeneous participant pool (18-25 year-old CS/EE students),
unfamiliar equipment, awareness of the researchers’ roles, and
asymmetric editing capabilities across modalities. The ChatGPT-
like baseline represents just one possible comparison point in a
rapidly evolving landscape. These factors limit generalizability to
other tools, populations, and real-world creative workflows.

7 Conclusion

We have presented DeckFlow, a novel interface for iterative human-
Al co-design in generative content creation. DeckFlow addresses
the task decomposition problem through an infinite canvas for
parallel subtasks, the specification decomposition problem via

9Cursor. https://www.cursor.com/en
19Model Context Protocol. https://modelcontextprotocol.io/introduction

Goal Cards that break into labeled Action Cards supporting multi-
modal inputs, and the generative space exploration problem
by presenting structured output groups that represent different
creative directions directly on the canvas.

Our evaluations demonstrated DeckFlow supports diverse work-
flows and improves outcomes for open-ended creative tasks. Users
developed distinct patterns, had a strong preference for text-based
specification despite multimodal capabilities. While our conversa-
tional baseline and DeckFlow performed similarly for closed-ended
tasks, participants preferred DeckFlow for exploratory creation.
The study revealed unexpected behaviors, including conversational
expectations and strong emotional responses to audio generation.

As generative Al evolves, interfaces like DeckFlow will be crucial
in empowering users while maintaining creative control. Future
work could extend the specification design space, investigate long-
term impacts on creative processes, and develop tools supporting
diverse needs for content creation.
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