
Exploring the Design Space of Cognitive Engagement Techniques
with AI-Generated Code for Enhanced Learning

Majeed Kazemitabaar
University of Toronto

Toronto, Ontario, Canada
majeed@dgp.toronto.edu

Oliver Huang
Department of Computer Science,

University of Toronto
Toronto, Ontario, Canada
oliver@dgp.toronto.edu

Sangho Suh
Department of Computer Science,

University of Toronto
Toronto, Ontario, Canada
sangho@dgp.toronto.edu

Austin Z. Henley
Carnegie Mellon University

Pittsburgh, Pennsylvania, United
States

azhenley@cmu.edu

Tovi Grossman
Department of Computer Science,

University of Toronto
Toronto, Ontario, Canada
tovi@dgp.toronto.edu

Figure 1: Illustration of the Baseline technique, displaying the AI-generated code and a comprehensive explanation, along

with seven cognitive engagement techniques requiring varying levels of user engagement either before or after revealing the

AI-generated code.

ABSTRACT

Novice programmers are increasingly relying on Large Language
Models (LLMs) to generate code for learning programming concepts.

This work is licensed under a Creative Commons Attribution 4.0 International License.

However, this interaction can lead to superficial engagement, giving
learners an illusion of learning and hindering skill development. To
address this issue, we conducted a systematic design exploration to
develop seven cognitive engagement techniques aimed at promot-
ing deeper engagement with AI-generated code. In this paper, we
describe our design process, the initial seven techniques and results
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from a between-subjects study (N=82). We then iteratively refined
the top techniques and further evaluated them through a within-
subjects study (N=42). We evaluate the friction each technique
introduces, their effectiveness in helping learners apply concepts
to isomorphic tasks without AI assistance, and their success in
aligning learners’ perceived and actual coding abilities. Ultimately,
our results highlight the most effective technique: guiding learners
through the step-by-step problem-solving process, where they en-
gage in an interactive dialog with the AI, prompting what needs to
be done at each stage before the corresponding code is revealed.

CCS CONCEPTS

•Human-centered computing→Natural language interfaces;
Interactive systems and tools; Empirical studies in HCI.

KEYWORDS

AI-Assisted Programming, Generative AI, Copilot, ChatGPT, Cog-
nitive Engagement Enhancement, AI-Assisted Learning, Cognitive
Forcing Functions, Task Decomposition, Learning Outcomes

1 INTRODUCTION

Novice programmers often encounter challenges as they learn to
code. Initially, learners struggle with understanding fundamental
programming concepts and syntax [8, 22, 58, 78, 93], and as they
advance, they face further difficulties mastering skills such as algo-
rithmic thinking and software design principles [43, 80, 94, 123].

Recently, Large Language Models (LLMs) are becoming increas-
ingly integrated into novice programmers’ workflow, influencing
their help-seeking behaviors [50], and changing the perspectives
of both students and educators [71, 121]. Novice programmers now
frequently use LLMs for various tasks, such as writing and explain-
ing code, debugging, understanding concepts, and obtain example
solutions [33, 50, 121].

One prominent use of LLMs is for code generation [33] as demon-
strated by large-scale self-report studies [99] and analyses of student
prompts [62, 100]. Learners often cite the ability to frame questions
easily and obtain faster, contextually relevant solutions as key ad-
vantages of using LLMs over traditional methods like web searches
[64].

However, traditionally, learners proactively searched for and
found relevant code examples to address gaps in their knowledge,
meaningfully engaging themselves in a learning process [10, 15, 70,
101]. But with LLMs, learners can bypass the effortful yet beneficial
process of adapting generic code examples to specific contexts
[55, 112]. While this shift can boost productivity, it can lower their
engagement with the learning process and hinder the development
of critical programming and Computational Thinking (CT) skills
[117].

Currently, there are many concerns from both learners and edu-
cators about over-reliance on AI-generated code which could lead
to skill degradation [71, 120, 121]. Learners might accept gener-
ated code without fully understanding it, giving them the illusion
of learning [92]. This can negatively impact their ability to write,
modify, or debug code independently without AI [2, 62].

To address these challenges, prior research has sought to develop
new learning activities to enhance prompting and code comprehen-
sion skills [17, 20], or coding assistants that do not generate direct
code solutions [74] and instead, generate pseudocode [64]. However,
given the efficiency and ubiquity of LLMs, it is likely that learners
will continue to use unrestricted LLMs for code generation. There-
fore, to prevent skill degradation, the focus should shift toward
fostering deeper cognitive engagement with AI-generated code,
rather than discouraging or limiting its use. Indeed, researchers are
increasingly advocating for AI tools that promote metacognitive
reflection [106] as a way to augment human cognition.

Engaging more deeply with AI-generated code involves critically
analyzing it, evaluating the decisions that were made to solve the
problem. This process involves rejecting information that contra-
dicts their existing assumptions and adjusting their own knowledge
to incorporate new insights. To promote such behavior, we drew
inspiration from the concept of in-the-moment cognitive interven-
tions [12, 86], which have shown to enhance cognitive engagement
and incidental learning [30]. Our approach is to introduce a small
amount of forced engagement with the AI-generated code—which
we conceptualize as “friction”—before learners can use the code.

However, this friction must be carefully designed—it should not
cause frustration or be seen as an unnecessary interaction. Instead,
it should be thoughtfully designed to engage learners and provide
meaningful assistance to their learning by, for example, helping
them identify and bridge their knowledge gaps. Ideally, it would
empower learners to not only understand the AI-generated code
better but also to apply learned concepts to writing, extending, or
modifying similar code.

Therefore, we systematically explored a broad design space of
various forms of user engagements with code (Section 3). We devel-
oped seven distinct cognitive engagement techniques, illustrated in
Figure 1. Each technique introduces novel and unique forms of fric-
tion, requiring different types and levels of engagement. Another
key factor is Engagement Timing—whether to require user engage-
ment before or after revealing the code solution. All techniques are
designed based on the capabilities of LLMs and informed by prior
research about supporting novice programmers in learning to code.

• T1 - Baseline: Users can directly use the generated code
and accompanying explanation without any required en-
gagement.

• T2 - Guided-Write-Over: Users must type over each
line of the generated code while being shown explanations
about the purpose of each expression.

• T3 - Solve-Code-Puzzle: Users must reorder scrambled
lines of AI-generated code into their correct horizontal and
vertical spots.

• T4 -Verify-and-Review :AI injects errors into the gener-
ated code and users must identify and fix them with guided
support.

• T5 - Interactive-Pseudo-Code: AI generates pseu-
docode of the solution that users must manually implement
with guided support.

• T6 - Explain-before-Usage: Users must answer AI-
generated questions about various parts of the code.



Design Space of Cognitive Engagement Techniques with AI-Generated Code

• T7 - Lead-and-Reveal: The AI guides users through solv-
ing the problem step-by-step, prompting them to explain
the necessary actions and decisions for each step before
revealing the corresponding line of code.

• T8 - Trace-and-Predict: Users must trace the code exe-
cution line by line with a sample input and predict value of
variables at key steps.

To evaluate the effectiveness of each technique, we conducted
two studies with novice programmers recruited from intermediate-
level computer science programming courses. From the first
study (n=82) we identified the Lead-and-Reveal and Trace-
and-Predict techniques as the most balanced techniques, fos-
tering learning while eliciting just the right amount of cognitive
engagement—enough to induce learning, but not so much as to
overwhelm them. We then refined these two techniques based on
collected feedback (Section 5). Afterwards, we conducted a second,
within-subjects study (n=42). The second study evaluated an addi-
tional metric: how effectively do techniques help users align their
perceived and actual ability to write code of similar complexity with-
out AI assistance? Our results showed that the Lead-and-Reveal
technique better aligned participants’ perceived and actual ability
compared to the Baseline and Trace-and-Predict techniques,
without increasing cognitive load (Section 6).

Lastly, we synthesize our results and discuss the concept of
“Friction-Induced AI” to enhance short-term productivity gainswhile
preventing long-term productivity loss due to over-reliance on AI.

This paper makes the following contributions:

• Design Space for Cognitive Engagement with AI-

generated Code: seven novel AI-assisted techniques that
vary in engagement level, systematically positioned within
the design space (Section 3).

• Empirical Evaluation: In a between-subjects study (n=82),
we compared the seven techniques with the Baseline and
identify Lead-and-Reveal and Trace-and-Predict as the
most effective techniques for balancing learning gains and
friction: (Section 4).

• Refinement and Validation: A within-subjects study
(n=42) with the updated Lead-and-Reveal andTrace-and-
Predict techniques shows Lead-and-Reveal significantly
improves alignment between perceived and actual coding
ability without increasing cognitive load (Section 6).

• Open-Source Release: We provide the final Lead-and-
Reveal technique as a new tool for education use and future
research: https://lead-and-reveal.vercel.app

2 RELATEDWORK

This section discusses the challenges faced by novice programmers,
established interventions that address these difficulties, and the
evolving role of Large Language Models (LLMs) in programming
education, including their potential impact on metacognitive skills
and over-reliance on AI.

2.1 Challenges in Learning to Code

Despite the growing interest and accessibility, novice program-
mers face persistent challenges when they start learning to code

[1, 4, 11, 23, 52, 57, 103]. They must simultaneously learn concep-
tual knowledge, syntactic knowledge, and strategic knowledge like
planning, problem-solving, and debugging [93]. End-user program-
mers, who write code for their own use, face six learning barriers,
identified by Ko et al.: uncertainty about next steps, selecting appro-
priate programming constructs, combining constructs, using code
construct correctly, understanding code failures, and inspecting
program behavior [66], with similar mistakes and misconceptions
identified by other research [1, 65, 67, 76, 79]. Furthermore, as
novice programmers make progress, they face difficulties in acquir-
ing advanced skills like algorithmic thinking and software design
[43, 80, 94, 123].

To address these challenges, researchers have introduced and ex-
perimented with various pedagogical strategies and software tools.
A common approach in introductory programming courses is prac-
ticing with traditional coding tasks, where students write programs
from scratch. While beneficial, these tasks often lead to frustration
due to difficulties with syntax and conceptual understanding.

Parsons problems were introduced as an alternative, requiring
learners to arrange shuffled lines of code into the correct order, em-
phasizing logical reasoning over syntax and error correction [87].
Studies show that Parsons problems take less time to complete than
fixing buggy code or writing code from scratch, without sacrificing
learning outcomes [25]. Further research has investigated varia-
tions such as faded [115] and adaptive Parsons problems [24] with
similar results. Worked examples are another alternative, which
guide learners step-by-step through solving a problem, helping
them understand how expert programmers approach coding tasks.
They have been found particularly effective in reducing the time
needed to reach proficiency [81], leading to the development of
interactive versions [32]. Tracing exercises, where learners must
follow the execution steps in a program, are frequently used to
build understanding of programs execution and develop debugging
skills [69, 77, 109].

Similarly, visualization tools allow learners to observe program
execution and state changes, making abstract concepts like recur-
sion and memory more tangible and accessible [102]. A notable
example is Python Tutor, which displays visualizations of the pro-
gram’s data structures at each step of the code [40]. Other tools
include Omnicode, which displays a scatter plot matrix of all run-
time values for every variable in the program [59], Theseus, which
annotates functions in the code editor with the number of times
it was called during the current execution [73], and an extension
that displays a small graph of how each variable changes over time
during execution [47].

Another approach involves generating content to assist learners,
such as hints [31, 46, 56, 88], examples [53, 54, 85], tutorials [44], and
recommendations [27, 45, 82, 104, 113]. Enhanced error messages
provide more informative feedback on syntax and runtime errors,
though results on their effectiveness have been mixed [3, 18, 29, 84,
89, 91].

However, as AI tools become increasingly accessible and learn-
ers rely on them for generating code solutions, they risk missing
out on practicing and mastering essential higher-order cognitive
skills like computational thinking [117]. To address this, our work
builds on established interventions introduced through program-
ming education research to re-engage learners with AI-generated
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code. Specifically, as we further elaborate in Section 3, we draw in-
spiration from these prior interventions and the associated findings
to develop cognitive engagement techniques designed to promote
cognitive engagement, deeper learning, and avoid over-reliance on
AI.

2.2 The Changing Landscape with Generative

AI

The rise of generative AI, especially Large Language Models (LLMs)
is transforming programming education. These models can gen-
erate code from natural language, explain code, correct errors in
code, and offer code completions (e.g., Github Copilot [34]). They
are now widely accessible through tools like ChatGPT and Claude
AI and can serve as personalized coding assistants and tutors [42].
Recent research demonstrates that OpenAI GPT-3 outperformed
students in multiple computer science exams [28] and GPT-4 pass-
ing exercises of three Python programming courses without human
involvement [98]. Even multi-modal AI models can solve visual
tasks like Parsons problems with high accuracy [49].

Although AI-powered tools can arguably offer exciting promises
including improved engagement and personalized feedback [60],
they also present challenges that limit learning opportunities. One
major concern is over-reliance on AI-generated solutions [90, 92].
For novice programmers, tools like Copilot or ChatGPT provide
quick answers to coding problems, which limits the opportunity for
learners to critically engage with the problem and develop solution
strategies [5]. Researchers are already providing empirical evidence
on the effect of access to AI on learning outcomes and over-reliance.
Kazemitabaar et al. conducted a controlled experiment with 69 high-
school students with no prior Python experience, comparing learn-
ing outcomes between two groups: one with access to AI and one
without, over seven sessions, followed by two evaluation sessions
without AI. Their results showed that the AI group experienced
less frustration, and improved learning outcomes for students with
stronger prior conceptual skills. But a follow-up analysis revealed
various types of over-reliance on AI. Particularly, when students
relied on AI to solve tasks autonomously, their subsequent coding
skills without AI were consistently diminished [61].

One approach to address over-reliance has been to place
guardrails around AI so that it would avoid generating direct code
solutions. Bastani et al. compared three groups of students, one
with AI, one without, and one with an AI that safeguards learning
(using prompt engineering) in a high school math class with nearly
a thousand students. Their results demonstrate that while access
to the AI boosts performance, students who later lose access to it
perform worse than those who never had access to AI–except for
those who used AI with guardrails [2]. Therefore, researchers and
educators have called out for the development of pedagogical AI
tools [71] which has led to the development of coding assistants like
CodeAid [64] and CodeHelp [74] that avoid displaying direct code
solutions. Although these solutions might help, they are common
in limiting and discouraging the use of AI-generated code. How-
ever, generative AI tools are here to stay and many acknowledge
that we have crossed a point of no return with AI integration in
programming education, and therefore, we should embrace this
new paradigm [71]. In our work, we take an alternative approach

and instead promote learners in deep, cognitive engagement with
AI-generated code.

2.3 Cognitive Engagement with AI

Over-reliance on AI is a challenge that is being observed in many
domains and workflows beyond learning to code. For example
novice designers often take on AI suggestions without putting the
effort to explore the alternatives [21, 118]. This over-reliance stems
from cognitive biases and tendencies. One prominent example is
automation bias, which describes the human tendency to favor
suggestions from automated systems, often ignoring contradictory
information from non-automated sources, even when the latter
is correct. Extensive research, such as studies involving doctors
using clinical decision support systems, has demonstrated the per-
vasiveness of this bias [35]. Another contributing factor is cognitive
offloading, which suggests that people rely on external aids—in this
case, AI—in order to reduce their cognitive load [95]. Together,
these concepts—automation bias and cognitive offloading—form
the motivation of our work, highlight the challenges in integrating
AI into human workflows and the need for interventions that strike
the right balance between engagement and cognitive load.

While this challenge has existed since the development of au-
tomated systems, the explosive adoption of AI in everyday life
and work has amplified it into a widespread problem, affecting
millions of people—not just a few experts using decision support
systems. Thus, a growing number of researchers are recognizing
the need for interventions that help users engage more deeply
with AI. For example, Tankelevitch et al. advocated that all gener-
ative AI-powered systems should provide metacognitive support
strategies, such as explainability and customizability, and suggested
mechanisms for eliciting user reflections on both their own de-
cisions and those of AI [106]. Similarly, Gajos et al. conducted
three experiments with nutrition-related decisions and found that
providing AI explanations without direct recommendations led to
users learning more, as users had to derive their own conclusions
from the explanations rather than relying on an ’answer’ from the
AI [13, 30]. Buccinca et al. tested three cognitive forcing functions—
interventions that require users to explain why they accept or reject
AI recommendations—and found that such interventions can help
reduce over-reliance on AI. However, they also observed that peo-
ple rated these designs less favorably compared to those where they
might over-rely on AI, understanding again that it is important to
carefully design these interventions [12].

In programming education, Kazemitabaar et al. studied the issue
of learners passively accepting AI-generated code by developing
CodeAid [64], which generates pseudo-code, or highlights incor-
rect lines with suggested fixes, rather than directly displaying code
solutions. Similarly, Hou et al. developed CodeTailor [51], which
responds to learners’ help requests by presenting code solutions as
Parsons problems for them to solve, instead of directly providing
the fixed solution. Their evaluation study showed how this ap-
proach improved learning outcomes compared to a baseline where
generated code was directly provided.

Our work builds on these insights in the context of AI-assisted
programming and explore new interventions that can help learners
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Figure 2: Summary of cognitive engagement techniques

mapped within the design space. The first set of columns

(in orange) represents learning opportunities aligned with

Bloom’s taxonomy. The second set (in blue) corresponds to

cognitive engagement levels based on the ICAP framework.

The final two columns (in purple) reflect whether the tech-

nique either reveals the code before requiring user engage-

ment or requires user engagement before revealing the solu-

tion.

cognitively engage with AI-generated code to ensure they retain
higher-order CT skills like problem-solving.

3 COGNITIVE ENGAGEMENT TECHNIQUES

WITH AI-GENERATED CODE

To properly explore the design space of cognitive engagement tech-
niques, we developed a set of initial prototypes, each with distinct
types of user involvement based on the capabilities of LLMs and
prior literature in supporting novices in learning to code. We then
iteratively refined each technique through design probe sessions
with five CS educators.

Additionally, to guide our design, we constructed a design
space based on three key dimensions relevant to our context. First,
Bloom’s taxonomy which classifies learning objectives by cognitive
complexity [7]: Remember, Understand, Apply, Analyze, Evaluate,
and Create. Specifically, we use definitions adapted for program-
ming education [108]. Second, the ICAP framework [16], which
links active learning outcomes to four categories of engagement
level: Interactive, Constructive, Active, and Passive. And third, en-
gagement timing: whether to require engagement with the AI-
generated code before (Engage&Reveal) or after revealing the code
solution (Reveal&Engage).

We mapped each technique within the design space according
to the above three dimensions, illustrated in Figure 2. We acknowl-
edge that some degree of subjective interpretation is inherent in
this process. Our design space is not meant to imply that these
techniques can fit neatly into distinct areas. Rather, it was to guide
us in making intentional design decisions. Below, we describe each

technique, including the prior literature that inspired it and its
design.

3.1 T1. Baseline ( Minimal | Passive | Reveal &

Engage )

In the Baseline technique, after the user provides the input prompt,
the AI generates code and a detailed explanation using an initial
prompt, and it is displayed to the user, similar to tools like ChatGPT.
The level of engagement is completely optional and up to users.
This technique induces little engagement, therefore classified as
passive engagement.

3.2 T2. Guided-Write-Over ( Remember |

Active | Engage & Reveal )

For this technique, we drew inspiration from prior research in com-
puting education, which found that requiring learners to type over
worked examples improves learning [32]. This technique increases
learning opportunities by forcing deliberate practice [26], prevent-
ing passive copying of code without engaging one’s attention to
understand it.

In our technique, ghost text for each line of line of the generated
code is displayed, similar to Github Copilot [34], but it requires
users to type over it. A novel aspect of our technique is that, as users
type, explanations for each expression (generated by a separate LLM
prompt) are shown below the expression. Additionally, a high-level
description of how the line contributes to the overall solution is
displayed to the right of the line. Our technique also highlights
incorrectly typed characters in yellow, prompting users to retype
them. After two incorrect attempts, the system moves to the next
character while marking the error in red. After the user successfully
types over each line, they can proceed to use the code in their editor.

This technique aligns with the "Remember" level of Bloom’s
taxonomy. It prompts users to actively retrieve previously learned
concepts and recall relevant programming constructs, reinforcing
memory retention and prevents shallow engagement.

3.3 T3. Solve-Code-Puzzle ( Analyze |

Constructive | Engage & Reveal )

This technique adapts Parsons problem, which has been widely
used in computing education for their demonstrated effectiveness.
It requires learners to rearrange mixed code blocks to form a correct
program [19, 87]. Empirical research has shown that various forms
of these problems, including faded [115], adaptive [24], and person-

alized [51], can reduce cognitive load while maintaining learning
performance [25].

In this technique, each line of the AI-generated code is turned
into a draggable block and is mixed inside a drag-and-drop pane,
and the indentation is removed in the left pane. The user has to then
drag each code block from the left, and put it in the correct spot
on the right, as well as its correct level of indentation (horizontal
spot). After using all code blocks, they can hit the "check" button
that will only tell the user whether their solution is correct or not,
and if all blocks are correctly placed they can proceed to use the
code in their editor. There is also a "hint" button that will highlight
all blocks that are placed incorrectly, and provide arrows to which
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direction each block should be moved to without explicitly telling
them the exact position.

This technique is positioned at the "Analyze" level as it requires
analyzing what each block does and how it contributes to the solu-
tion, then they must rearrange them, "construct" sub-programs, and
understand how the blocks work together to form a functioning
program.

3.4 T4. Verify-and-Review (Evaluate |

Constructive | Engage & Reveal )

This technique draws inspiration from the use of debugging–a
fundamental CT skill [117]–to help learners grasp programming
concepts [36, 72, 122]. Research beyond programming shows that
incorporating incorrect solutions in worked examples can enhance
learning transfer for advanced learners, butmay overwhelm novices
unless additional support, such as error highlighting, is provided
[37]. We applied these design guidelines to inform the design of
the technique.

In this technique, the AI-generated code undergoes an additional
LLM prompt that deliberately injects 3-4 errors, depending on the
code’s length and complexity. The user is then presented with this
editable, incorrect code in a code editor, where they can run and
debug it. The user is asked to identify and fix the injected errors.
Furthermore, to assist users who might struggle with identifying
the problems, clicking the "check" button highlights any remaining
lines of code that needs to be fixed (using an LLM prompt). If they
need help with how to fix the incorrect part, clicking on the "hint"
button offers progressively more direct guidance, starting with
hints about potential problems and eventually showing the correct
code for each line. The user can use the editor to fix the problematic
code and then check it with the "check" button. Once the code is
error-free, the user can proceed to using the code in the editor.

This technique engages users at the "Evaluate" level by requiring
them to actively check whether the code meets requirements or
produces the correct output. Moreover, by fixing errors, they are
required to critique the logic and quality of the code. They must
determine which portions of the code are incorrect and fix those,
while keeping the correct parts of the code.

3.5 T5. Interactive-Pseudo-Code

(Understand | Constructive | Engage &

Reveal )

We were inspired by the use of pseudocode in computing education
to support algorithmic thinking before introducing complex syntax
[75, 96, 107], as well as by CodeAid, an LLM-powered assistant that
encourages active learning by generating pseudocode rather than
providing direct code solutions [64].

This technique uses an additional LLM prompt to generate a
subgoal-labeled, hierarchical pseudocode, displayed fully to the
user without showing the code solution. The pseudocode is orga-
nized into subgoals, grouping several lines of codewith a descriptive
title. Users are provided with an empty code editor beside the pseu-
docode to write the corresponding code. Two buttons–“check” and
“review”—use an LLM prompt to help guide the user by checking
their code and offering feedback if errors are found. Initially, only
subgoal titles are shown, with an "expand" button to reveal the

pseudocode. Hovering over each pseudocode line provides a de-
tailed explanation, and users can access two progressive levels of
hints: syntactical guidance, followed by revealing the actual Python
code. After successfully writing the code and verifying with the
"check" button, users can proceed to using the code in their editor.

This technique reaches the “Understand” level as it helps them
interpret the underlying logic and requires them to translate an
abstract representation of the problem to concrete code, in a con-
structive manner.

3.6 T6. Explain-before-Usage ( Understand |

Interactive | Reveal & Engage )

This technique is motivated by prior work on self-explanation,
where learners were encouraged to explain the code. Researchers
found that this can be a successful intervention, increasing engage-
ment with worked examples [110], and that the ability to explain
code has a significant relationship with the ability to write code
[77, 83, 109].

In this technique, after the AI generates the code, it is immedi-
ately displayed to the user. Immediately afterwards, an important
part of the code (determined by a second LLM prompt) is then
highlighted, followed by a short-answer question for the user to
answer. The user’s response is then evaluated via another LLM
prompt with feedback and a score from 0 to 5, based on accuracy
and completeness. The user has up to 3 attempts for each question,
with the correct answer automatically shown after the third try. A
total of 3-5 questions are asked from various parts of the generated
code, depending on the code’s complexity, after which the user can
proceed to using the code in the editor.

This technique also reaches the "Understand" level as it engages
users to interpret, explain, and infer meaning from existing code,
without moving towards higher cognitive processes. However, it
does this interactively, as users interact with AI to answer and
receive feedback on their explanations.

3.7 T7. Lead-and-Reveal ( Create | Interactive

| Engage & Reveal)

This technique draws inspiration from CS Unplugged activities
[6], which teach core concepts without any coding, and have been
shown to improve computational thinking skills [9]. We integrate
this with scaffolded self-explanation using Socratic questioning,
which has proven to enhance coding comprehension [105].

After the code is generated, it is not displayed to the user. In-
stead, a second prompt is used to generate Socratic multiple-choice
questions which are then displayed on one side of the interface.
These questions scaffold the step-by-step process of solving the
task and prompting the user in “what needs to be done at each
step of the algorithm/solution” in a structured format. After the
user picks the correct answer (where they have up to three retries),
its corresponding line of code (which is the next line) will be dis-
played on the right with an explanation about how their answer
and that line contributes to the overall solution. As each question
is answered, its corresponding line of code will be progressively
revealed on the right of the interface. This process is continued
until all lines of the generated code is revealed and then the user
can proceed to use the code in their editor.
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This technique reaches the “Create” level as it engages users
in creating a novel solution. They are prompted to interactively
engage with the AI in hypothesizing and determining the next step
in an algorithm. Since the code is not initially displayed, they are
required to predict the logic, which stimulates creative thinking.

3.8 T8. Trace-and-Predict ( Apply |

Constructive | Reveal & Engage )

This technique is inspired by research showing that visualizing the
notional machine is an effective method for learning programming
concepts [41, 102]. Particularly, several studies have found a positive
correlation between learners’ performance on code tracing tasks
and their code writing tasks [69, 77, 109]. Based on these findings,
we aimed to strengthen learners’ understanding by engaging them
in code tracing tasks with integrated questions to sustain their
engagement.

In this technique, the AI-generated code is displayed to the user
with a sample input for execution. The user is then required to trace
the code in a debugger-like system that includes buttons to step
forward or backward through the code execution, and real-time
variable values value of variables as they change. At certain complex
parts of the code (identified by an LLM prompt), the technique does
not allow the user to proceed. It requires the user to predict the
value of a variable after that line of code is executed. The user
can retry each variable prediction question three times and on
the third try, the answer is displayed. This process is continued
until several important parts of the code are covered with value
prediction questions. After the user finishes tracing the entire code,
and answering all the prediction questions along the way, they can
then proceed to using the code in their editor.

Lastly, this technique reaches the “Apply” level as it requires
users to examine the control flow, understand variable states, and
identify how code executes line by line. Users have to actively solve
questions about unfamiliar code, applying the rules of execution in
a guided environment.

4 STUDY 1: COMPARING ALL TECHNIQUES

We conducted a between-subjects study with 82 participants to
evaluate each technique against the Baseline technique without
forced cognitive engagement. Our goal was to evaluate:

• RQ1 [Performance]: How effective are the cognitive en-
gagement techniques in supporting participants’ ability
to transfer learned programming concepts to isomorphic
coding tasks without AI assistance?

• RQ2 [Friction]: How do the techniques impact perceived
friction, measured through time on task and cognitive load?

• RQ3 [Perceptions]: What are participants’ perceptions
about technique and the type of user involvement that they
require?

4.1 Experiment Tool Design

To evaluate the effectiveness of our techniques, we built a web-
based application that allows users to log in and complete AI-
assisted or manual coding tasks. This also enabled specific tasks
to be assigned to each user by the experimenter. The tool was de-
signed to provide a self-paced and consistent experiment for all

participants. In AI-assisted tasks, users interact with a chatbot to
generate code. To avoid generating incorrect or unrelated code,
the chatbot compared the user’s prompt with the current task and
provided feedback if details were missing. Additionally, to ensure
consistent outputs across participants, pre-generated responses for
each task and technique were used. In the Baseline technique,
code is immediately shown with an accompanying explanation. For
other techniques, a modal that covers the entire screen displays the
technique after a 5-second delay to simulate generation time. Once
users finish interacting with the technique, the modal disappears
and users can see the code and its explanation.

The tool is developed using TypeScript with a client-server ar-
chitecture. The server, implemented in Node.js, stores user data and
logs using a MongoDB database, and interacts with OpenAI APIs
(GPT-4). It parses LLM outputs and communicates with a Python
shell and language server for running Python code and provid-
ing real-time autocomplete and error-detection for the client-side
code editor. The Monaco code editor is used for code editing, exe-
cution, and submission. The user interfaces can be seen in 1. Full
details, including prompts and source code, are available on GitHub:
https://github.com/MajeedKazemi/code-engagement-techniques.

4.2 Methodology

The study design posed two primary challenges: (1) ensuring par-
ticipants had similar backgrounds to minimize variance in prior
knowledge, and (2) designing programming tasks that would uni-
formly challenge participants, requiring assistance and enabling
both learning and the transfer of learned concepts to isomorphic
tasks. The following sections outline the methodology used to
address these challenges. An overview of the study procedure is
displayed in Figure 3.

4.2.1 Participants. We recruited 82 participants (44 male, 37 fe-
male, 1 non-binary), ages 18–23 (𝑀 = 19), from an undergraduate
programming course about data structures at a large public uni-
versity. To ensure a consistent level of knowledge, all participants
were recruited from the same class. Participants reported their fre-
quency of using AI tools like ChatGPT for programming as daily
(n=14), weekly (n=33), monthly (n=8), rarely (n=22), and never
(n=5). Additionally, they reported using ChatGPT primarily for fix-
ing code (n=59), explaining concepts (n=54), providing code snippet
explanations (n=47), and generating code from descriptions (n=32).
The study was approved at our institutes ethics review board, and
informed consent was obtained from all participants prior to the
study. Each participant received $25 as compensation.

4.2.2 Study Procedure. As shown in Fig. 3, our study procedure
consisted of three phases: pre-test, training, and evaluation. We
describe each phase in detail below.

• Phase 1. [Pre-Test] 5 Code-Tracing Questions. All par-
ticipants initially attended an online 30-minute session over
MS Teams to perform a pre-test, including five multiple-
choice code tracing questions about the stack and queue
data structures. The scores were then used to create eight
balanced groups, each being randomly assigned to one
of the seven experimental or the Baseline techniques.
The mean pre-test scores ranged from 43.5% to 49.0%,
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Figure 3: Overview of Study 1 procedure: Participants began with a pre-test, were split into 8 balanced groups, trained with AI

using their assigned cognitive engagement technique, completed post-training questionnaires, took a short break, and then

performed manual coding tasks for evaluation.

with a standard deviation of 2.9% across the group means.
Each group had 10 participants, except for the Verify-and-
Review and Baseline groups, which included 11 partici-
pants.

• Phase 2. [Training] 4 Tasks with Assigned Cognitive

Engagement Technique. Participants then attended an in-
person 2-hour session (including a 10-minute break) for the
main study in which they used the web-based experiment
tool. Participants logged in with their given credentials,
where they were automatically assigned to the technique
determined in advance. They then were instructed about
how to use their assigned technique, followed by a warm-
up task using the technique, and four training tasks with
their technique on slightly complex tasks: two using stacks,
and two using queues.
The tasks were designed to be slightly outside of partici-
pants’ zone of proximal development [111]. We consulted
with the instructor of the course from which participants
were recruited to ensure that the tasks were useful for their
learning, were sufficiently challenging to solve indepen-
dently, and could potentially be learned through sufficient,
deep engagement with the code solution.
Each task in our experiment tool first displayed the task de-
scription, several test-cases, and a multiple-choice question
that asked participants how well they understand the task
as a way to prompt them and to make sure they understood
the task before starting to work on it. While working on
the AI-assisted tasks, participants were given the option to
either copy the task description as provided or rephrase it in
their own words. Additionally, since engaging with the AI-
generated code beyond the requirements of each technique
was optional, participants were advised to move on to the
next task once they felt confident in their understanding,
without exceeding 15 minutes per task.

• Phase 3. [Evaluation] Survey + 2 Coding Tasks with-

out AI Assisance.After completing the four training tasks,
participants were asked to first fill out a survey, followed by
working on two manual coding tasks without AI assistance.

The survey included questions about perceived learning
after using each technique, their perceived task load eval-
uated using the NASA Task Load Index (TLX) [68], and
several Likert-questions about their willingness to use the
techniques, and open-ended questions about what they
liked and disliked about the process of using the technique
that they were assigned to.
Participants then proceeded to work on two evaluation
tasks, one being isomorphic to the second task about stacks
and the other being isomorphic to the fourth training task
on queues, with minimal changes in task requirements. No
starter code was provided for the evaluation tasks. A timer
was displayed on top of these tasks and participants were
instructed to skip the task if they were not able to finish
the task within 20 minutes.

4.2.3 Data Analysis. Learners’ responses to the manual coding
tasks were graded using two detailed rubrics, each tailored to one
of the two tasks. These rubrics focused on key concepts and the
use of data structures and how they were used in the training tasks.
After the first author tested and refined the rubric on 25% of the
responses, it was applied to all 82 submitted codes for each task by
the first author. For each of the training tasks we also collected the
time they spent on each task, which could be an indicator of how
much friction the technique caused.

For statistical analysis, we used a generalized linear model (GLM)
to examine the effect of the intervention techniques on learners’
evaluation scores while controlling for pre-test scores. One-way
ANOVA is used for normally distributed data with equal variances,
while the Kruskal-Wallis H test is the non-parametric alternative for
non-normal data. For pairwise comparisons, an independent t-test
is applied for normally distributed data, and the Mann-Whitney U
test for non-normal data. In this study, we focused on pairwise com-
parisons between each of the seven experimental techniques and
the Baseline technique, yielding a total of seven comparisons. To
control for the risk of Type I error due to multiple-comparisons, we
applied a Bonferroni correction, setting the threshold for statistical
significance at 𝛼 = 0.05

7 = 0.007.
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4.3 RQ1 [Performance] How effective are the

cognitive engagement techniques?

Regarding the effect of the techniques on learners’ ability to write
code manually without AI assistance, the generalized linear model
explained 17.7% of the variance in post-test manual coding scores
(Pseudo 𝑅2 = 0.177). Pre-test scores were a significant predictor of
post-test performance (𝑏 = 0.34, 𝑆𝐸 = 0.12, 𝑧 = 2.78, 𝑝 = .005),
indicating that higher pre-test scores were associated with higher
post-test scores. Compared to the Baseline technique (𝑀 = 31.5,
𝑆𝐷 = 28.2) which involved no forced engagement and demonstrated
nearly the lowest mean performance, the Lead-and-Reveal tech-
nique (𝑀 = 58.3, 𝑆𝐷 = 39.8) demonstrated the greatest improve-
ment (𝑏 = 26.8, 𝑝 = .058), though this did not reach statistical
significance. The second most effective technique was Solve-Code-
Puzzle (𝑀 = 54.1, 𝑆𝐷 = 38.2; 𝑏 = 22.8, 𝑝 = .108), followed closely
by Trace-and-Predict (𝑀 = 54.1, 𝑆𝐷 = 37.9; 𝑏 = 21.8, 𝑝 = .123).

A post-hoc power analysis (𝜂2 = 0.112) showed the study was
underpowered with 82 participants. To reach 90% power, a sample
size of 153 would be required, suggesting the non-significant find-
ings may be due to insufficient power. Future studies should aim
for a larger sample.

4.4 RQ2 [Friction] How do the techniques

impact perceived friction?

To compare participants’ perceived friction across techniques, we
analyzed both task completion time and NASA Task Load Index
(TLX) scores. A Kruskal-Wallis H test was used to examine differ-
ences in the six TLX dimensions across the eight techniques. Signif-
icant differences were found in frustration (𝜒2 (2, 𝑁 = 82) = 19.5,
𝑝 = .006), physical demand (𝜒2 (2, 𝑁 = 82) = 16.0, 𝑝 = .025),
and effort (𝜒2 (2, 𝑁 = 82) = 14.1, 𝑝 = .05). A Mann-Whitney
U test showed that Verify-and-Review (𝑀 = 72.7, 𝑆𝐷 = 19.6;
𝑝 = .035) had significantly higher frustration compared to the Base-
line (𝑀 = 46.7, 𝑆𝐷 = 27.9). Higher physical demand was reported
for Interactive-Pseudo-Code (𝑀 = 60.0, 𝑆𝐷 = 19.9; 𝑝 = .005) and
Guided-Write-Over (𝑀 = 65.7, 𝑆𝐷 = 28.7; 𝑝 = .015) compared to
the Baseline (𝑀 = 36.4, 𝑆𝐷 = 14.8).

Task completion time was analyzed using a one-way ANOVA,
which revealed significant differences (𝐹 (7, 74) = 3.64, 𝑝 = .002).
The Baseline had the shortest time (𝑀 = 596𝑠 , 𝑆𝐷 = 268𝑠), while
Solve-Code-Puzzle (𝑀 = 1055𝑠 , 𝑆𝐷 = 272𝑠; 𝑡 (19) = 3.89, 𝑝 <

.001, 𝑑 = 1.7) and Guided-Write-Over (𝑀 = 1033𝑠 , 𝑆𝐷 = 280𝑠;
𝑡 (19) = 3.64, 𝑝 = .001, 𝑑 = 1.6) took the longest. Lead-and-Reveal
(𝑀 = 914𝑠 , 𝑆𝐷 = 347𝑠) was closest to the Baseline, with the
smallest effect size difference (𝑡 (19) = 2.36, 𝑝 = .029, 𝑑 = 1.0).

Lastly, the number of times that participants tested and ex-
ecuted the AI-generated code after they finished the technique
was statistically significant, indicated by a Kruskal-Wallis H test
(𝜒2 (2, 𝑁 = 82) = 23.16, 𝑝 = .001). The Baseline technique had the
most number of runs (𝑀 = 3.9, 𝑆𝐷 = 4.7), while the Interactive-
Pseudo-Code (𝑀 = 0.3, 𝑆𝐷 = 0.6), followed by Trace-and-
Predict (𝑀 = 0.6, 𝑆𝐷 = 0.7), and Verify-and-Review (𝑀 = 1.0,
𝑆𝐷 = 1.6) had the least. This could be explained by how the user has
already executed the code and checked the output in the techniques
before using the code in the editor.

4.5 RQ3 [Perceptions] What are participants’

perceptions of the techniques?

Below, we summarize participants’ (𝑃1𝑇 1–𝑃10𝑇 8) perceptions of
each technique based on their responses to open-ended questions
about their likes, dislikes, and the impact on their understanding
and engagement with AI-generated code.

4.5.1 T1: Baseline. Several participants acknowledged that the
AI-generated code and explanations helped them grasp core con-
cepts, with one noting that it facilitated understanding of the “main
concepts” (𝑃7𝑇 1) and another stating it helped “figure out the logic
[they] needed” (𝑃3𝑇 1). However, other participants indicated that
this approach provided “only a basic idea of how the code works”
(𝑃11𝑇 1). The majority emphasized that having the AI provide so-
lutions directly did not foster meaningful learning. As 𝑃10𝑇 1 re-
marked, “directly giving [them] the answers was not helpful for
learning,” a sentiment echoed by others (𝑃1𝑇 1, 𝑃2𝑇 1, 𝑃5𝑇 1, 𝑃6𝑇 1).
For instance, 𝑃5𝑇 1 reflected, “without actually interacting much
with the code the AI had written, I wasn’t able to apply it.” This
feedback underscores the limited efficacy of passive AI-generated
content for promoting deeper engagement and independent code-
writing skills.

4.5.2 T2: Guided-Write-Over. Participants generally appreciated
the Guided-Write-Over technique for its ability to simulate the
coding process, with several noting that it felt “similar to writing
the code [themselves]” (𝑃8𝑇 2) and encouraged them to “pay atten-
tion to the small details” (𝑃6𝑇 2). They found the inline explanations
beneficial for learning, particularly in understanding the purpose of
individual expressions (𝑃4𝑇 2, 𝑃6𝑇 2, 𝑃9𝑇 2). However, some partici-
pants found the approach cumbersome, with one stating that it was
“tedious and slowed down [their] working pace” (𝑃7𝑇 2) and others
describing it “simple and repetitive” (𝑃10𝑇 2), and even “extremely
annoying” (𝑃6𝑇 2). A recurring critique was that the explanations
focused too heavily on what the code did, neglecting the why be-
hind the solution in the broader context of problem-solving (𝑃3𝑇 2,
𝑃8𝑇 2). Furthermore, there were concerns that the technique limited
independent problem-solving, with one participant noting that it
“forces the user to follow [the AI’s] algorithm, which may result in
less practice in critical thinking and problem-solving” (𝑃6𝑇 2), while
another mentioned it “did not address discrepancies” between their
own expected approach and the AI-generated code (𝑃7𝑇 2).

4.5.3 T3: Solve-Code-Puzzle. Participants expressed that the pro-
cess of actively assembling code fragments fostered deeper critical
engagement with code structure and logic, with several noting it as
“a great learning tool” (𝑃2𝑇 3) that “forces you to have some under-
standing of how the solution works” (𝑃4𝑇 3). Many appreciated the
cognitive challenge, observing that it “asks you to actually solve
the problem” (𝑃1𝑇 3) and “think about how the function should be
implemented” (𝑃7𝑇 3). Some valued the structured breakdown of
the task, which “reduced stress” and made the process feel “more
interesting, like playing with puzzles” (𝑃5𝑇 3). However, the task
also elicited mixed reactions, with a few participants describing it
as “mentally exhausting” (𝑃6𝑇 3) and “overwhelming” (𝑃9𝑇 3), par-
ticularly when struggling to comprehend the purpose of individual
code lines. This led to feelings of being “mentally tired” (𝑃6𝑇 3) and
finding the task “difficult to understand and learn” (𝑃5𝑇 3). The rigid
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Figure 4: An overview of results from Study 1 (left to right): the performance on the two manual coding tasks. Average time

spent on each technique during the training. Perceived understanding and reported willingness to use each technique (on

5-point Likert scales).

Figure 5: Cognitive load results for 8 techniques. Each box-plot displays the six dimensions of the raw NASA TLX (mental,

physical, temporal demand, inverted performance, effort, and frustration) reported by participants after using each the

techniques for four coding tasks. Each technique is represented by a different color, with higher values indicating higher task

load.

enforcement of code ordering further exacerbated frustration for
some, as it “required some of the code to be in an exact order even
though it did not matter in some cases” (𝑃7𝑇 3).

4.5.4 T4: Verify-and-Review. The technique elicited mixed reac-
tions from participants, with several highlighting both its strengths
and limitations. Some participants appreciated the active engage-
ment required, with P1 noting that it “forcedme tomanually process
the code,” and 𝑃6𝑇 4 emphasizing that the progressive hint system
“contributed to my learning as it didn’t give me the answer straight
away.” However, this benefit was tempered by concerns over the
hint system fostering dependency, with 𝑃9𝑇 4 remarking that the
hints became “straight-up corrections” and 𝑃10𝑇 4 explaining that
this led to a lack of cognitive effort because they “don’t need to
think.” 𝑃7𝑇 4 saw value in the technique’s ability to “enhance the
ability to understand code written by others” as it encouraged
[them] “to think about the kinds of mistakes that might occur in
the code,” yet this was counterbalanced by a more prevalent issue:
the injected errors often caused confusion rather than promoting

deeper learning, as expressed by 𝑃2𝑇 4, 𝑃3𝑇 4, 𝑃4𝑇 4, 𝑃5𝑇 4, 𝑃7𝑇 4, and
𝑃11𝑇 4. Additionally, the lack of debugging features in the code edi-
tor was a significant frustration for some participants, with 𝑃1𝑇 4
noting that such features are “integral to [their] understanding of
code.” Overall, while the technique showed promise in fostering
active code comprehension, it also introduced usability challenges
that hindered its effectiveness.

4.5.5 T5: Interactive-Pseudo-Code. Participants expressed
mixed reactions to the hierarchical pseudocode technique. Several
appreciated how it encouraged problem-solving and independent
thinking, with 𝑃1𝑇 5 noting it pushed them “to think the solution
by [them]self,” and 𝑃2𝑇 5 appreciating the “chance to try [them]self
and implement the code based on the skeleton.” The multi-level
hint system was also praised, as 𝑃6𝑇 5 valued “how it doesn’t
immediately reveal the answer.” However, 𝑃8𝑇 5 felt they were “just
following instructions” rather than truly creating code. While 𝑃7𝑇 5
found the pseudocode helpful for “break[ing] down a complicated
problem into a digestible manner,” others (𝑃2𝑇 5, 𝑃9𝑇 5, 𝑃10𝑇 5)
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found it unclear, especially for complex tasks. This highlights
both the strengths and limitations of the approach in facilitating
learning with AI-generated code.

4.5.6 T6: Explain-before-Usage. Participants generally appreci-
ated the technique’s ability to enhance engagement and deepen
their understanding of AI-generated code. Many noted that it
“helped [them] understand each crucial step in the code” (𝑃1𝑇 6), “in-
ternalize the purpose of each line” (𝑃7𝑇 6), and “prompted [them] to
think deeper” (𝑃5𝑇 6, 𝑃6𝑇 6), while also being intellectually challeng-
ing (𝑃5𝑇 6). However, some expressed concerns that the technique
“only managed to explore surface level knowledge” (𝑃4𝑇 6) and “did
not help [them] understand the code as a whole, just little bits of it”
(𝑃4𝑇 6), particularly when it “would ask about a line of code whose
purpose is rather straightforward” (𝑃9𝑇 6). Participants appreciated
the feedback provided, as it “could point out my mistakes” (𝑃1𝑇 6)
and helped them identify “why [their] logic was flawed” (𝑃7𝑇 6),
though some desired more personalized, detailed feedback rather
than “just showing them the correct answer” (𝑃5𝑇 6).

4.5.7 T7: Lead-and-Reveal. Learners appreciated that the tech-
nique encouraged them to “think of the purpose of each line of
code” (𝑃3𝑇 7) and helped them “get [their] own idea of what needs
to be done to solve it” (𝑃5𝑇 7), with its sequential approach enabling
them to “break down the task into pieces” (𝑃6𝑇 7). This scaffolded
process guided learners to “follow the correct thinking process of
the code step by step” (𝑃7𝑇 7). However, some participants found
certain questions lacking “comprehensive explanations and con-
text” (𝑃2𝑇 7), leading to confusion as they had to “decipher why
that approach was used” (𝑃5𝑇 7), which at times “altered [their]
expectations for what [they] needed to do to solve the problem”
(𝑃1𝑇 7) when they had a different solution in mind. This resulted
in participants like 𝑃10𝑇 7 feeling they were “constantly guessing
what the AI was doing.” Several participants (𝑃2𝑇 7, 𝑃4𝑇 7, 𝑃7𝑇 7) sug-
gested that providing hints or explanations after incorrect answers
would be beneficial in alleviating these challenges.

4.5.8 T8: Trace-and-Predict. Participants generally found the
technique beneficial for fostering deeper engagement with AI-
generated code. Many highlighted that tracing variable values
“helped [them] slow down and think more about the code” (𝑃4𝑇 8),
promoting a clearer understanding of “each line of the code” (𝑃2𝑇 8)
and “how the code works” (𝑃5𝑇 8). The prediction questions en-
couraged users to engage critically, enhancing comprehension of
“concepts and strategies used to solve problems” (𝑃3𝑇 8) and “forcing
[them] to think about what was happening” (𝑃8𝑇 8), contributing to
their learning (𝑃10𝑇 8). However, the technique’s step-by-step pro-
cess was seen as overly time-consuming and “strenuous” (𝑃10𝑇 8),
with users expressing frustration over “a lot of steps and questions”
(𝑃3𝑇 8) and the lack of a “skip button” (𝑃3𝑇 8), even for straightfor-
ward sections. Participants also disliked the absence of explanations
for incorrect predictions or code design choices, stating that “the
system should have shown some explanation” (𝑃10𝑇 8) and that
there were “no explanations as to why the code was designed in
that way” (𝑃1𝑇 8).

4.6 Summary of Results

Overall, the Lead-and-Reveal, Trace-and-Predict, and Solve-
Code-Puzzle techniques emerged as the most effective, showing
improvements in learners’ manual coding performance, although
these differences did not reach statistical significance. Both Lead-
and-Reveal and Trace-and-Predict had the highest performance
overall, without imposing a meaningful task load and having the
closest completion time to the Baseline. Conversely, techniques
such as Verify-and-Review and Guided-Write-Over induced
higher levels of frustration and physical demand, correlating with
lower performance and perceived learning. While Interactive-
Pseudo-Code and Explain-before-Usage showed some cognitive
benefits, they were also seen as cognitively taxing and limited in
promoting deeper problem-solving.

These results underscore a critical trade-off within the Engage-
ment Timing spectrum, where the final code solution is either re-
vealed before user engagement or withheld until after engagement.
When solutions are presented upfront, as in Trace-and-Predict
or Explain-before-Usage, users may feel overwhelmed, but this
approach offers a comprehensive view of how each line of code con-
tributes to the overall solution, potentially enhancing comprehen-
sion. Interestingly, techniques from both ends of the engagement
spectrum—Lead-and-Reveal and Trace-and-Predict—showed
similar improvements over the Baseline without causing exces-
sive friction. This indicates that these contrasting approaches are
equally valuable and warrant further investigation.

5 FINAL DESIGN ITERATION

To further explore the design space, we iterated on the Lead-and-
Reveal and Trace-and-Predict techniques based on participant
feedback from Study 1. We focused on these techniques as they
effectively balanced performance and imposed friction. Addition-
ally, We updated all techniques, including the Baseline, to provide
line-by-line explanations on hover, inspired by [119]. Below, we
describe the updates to the two techniques.

5.1 Lead-and-Reveal (V2)

Instead of using multiple-choice questions, we updated the tech-
nique to ask short-answer questions about the functionality of the
next step, requiring users to provide natural language descriptions.
Each guiding question is now preceded by extensive context, to
properly guide the user to think about the next step. Additionally,
users receive feedback via an LLM prompt that checks their re-
sponse, offering hints or pointing out missing detail. We also added
on-hover explanations for each line of revealed code.

We improved question quality by enhancing the LLM prompt
with chain-of-thought prompting techniques [114]. The prompt first
decomposes the code solution into a hierarchical JSON, explaining
decisions at the subgoal level to each line of code. We found that
this additional step significantly improved the quality of the guiding
questions.

5.2 Trace-and-Predict (V2)

Previously, value prediction questions focused on single lines of
code, which participants found too easy. The technique now asks
about blocks of code, such as loops, conditionals, or multiple lines
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with similar goal. Additionally, users may need to predict up to two
variables to address more complex scenarios. The technique is also
updated to include on-hover explanations for each line.

Additionally, we merged this technique with the technique from
Explain-before-Usage. After predicting variable values, users are
prompted to explain the purpose of the highlighted code. This was
intended to match the new difficulty level of Lead-and-Reveal
(V2), which now requires explanations for each line rather than
multiple-choice responses.

6 STUDY 2: PRE VS. POST ENGAGEMENT

Building upon Study 1, we designed Study 2 to provide a deeper
examination of the differences between the two updated techniques.
While Study 1 had participants engage with only one technique,
Study 2 adopted a within-subjects design to allow for direct com-
parison across techniques. Our objective was to evaluate:

• RQ1 [Performance]: How effectively do the updated cog-
nitive engagement techniques affect the transfer of learned
programming concepts to isomorphic coding tasks without
AI assistance?

• RQ2 [Friction]: What level of friction do the updated
techniques introduce, as measured by task completion time
and perceived cognitive load?

• RQ3 [Metacognitive Self-Assessment]:How do the tech-
niques impact participants’ ability to accurately assess their
own performance compared to actual task performance?

• RQ4 [Perceptions]: How do participants perceive the us-
ability and effectiveness of each technique, and how willing
they are to adopt these techniques in future programming
tasks?

6.1 Methodology

This study used the same experiment tool used in the previous study
(Section 4.1). A key challenge in designing this studywas to increase
the sample size in order to detect a potential effect, based on the
power analysis conducted after Study 1 (Section 4.3). The within-
subjects design would allow us to collect data on each technique
from every participant. However, managing the study’s duration
posed another challenge. We aimed to ensure that participants had
sufficient training and exposure to each technique to observe an
effect, whileminimizing learning effects and preventing fatigue. The
following sections describe how these challenges were addressed.

6.1.1 Participants. We recruited 42 participants (27 men, 15
women, 0 non-binary) from a similar population of Study 1 (stu-
dents taking a data structures class), but at a different semester.
Participants were pre-screened to ensure they were comfortable
reading and writing in English, confident in their python program-
ming skills, and eager to learn how to design complex algorithms.
Informed consent was obtained before the study began, and all
participants received $50.

6.2 Study Procedure

As shown in Fig. 6, this study consisted of two phases: training
with cognitive engagement techniques and evaluation, which we
explain in detail below.

• Phase 1. [Training] 3 Tasks with Lead-and-Reveal,

Trace-and-Predict, and Baseline. Unlike Study 1,
this study did not include a pre-test as all participants
experienced using the updated version of all three tech-
niques: Lead-and-Reveal, Trace-and-Predict, and Base-
line. The study lasted 2.5 hours, including a 15-minute
break, and was conducted remotely, using MS Teams. All
participants were instructed to join from a quiet and com-
fortable place, and share their screens to the experimenter
for moderation and resolving any potential issues.
Similar to the initial study, the experiment tool provided
the same self-paced experience for all participants. The
process started with watching a video that explained the
study procedure. The training tasks with the three cogni-
tive engagement techniques were grouped into three topics:
stacks, queues, and double-ended queues (after careful con-
sideration with the course instructor). Each topic included
two tasks, a warm-up task and a training task. Topics were
presented at the same order, while the techniques for which
they used each topic were fully counter-balanced between
the participants to reduce order effect. The assigned order
of techniques for each participant was included in each par-
ticipant’s account information. For each topic, participants
first watched a video that introduced it to the technique
for which they were assigned to, followed by working on
a warm-up task for 5 minutes, and then the main task of
that topic for 15 minutes. Similar to the first study, before
each coding task participants were given the task descrip-
tion and test-cases and were asked to check how confident
they were in understanding the task before proceeding to
working on the task with the AI and the assigned technique.
After using the cognitive engagement technique to work on
the task, and after finishing the main training task for each
topic, participants were given the NASA Task Load Index
(TLX) questionnaire, followed a 5-point Likert-question that
asked how confident they are in their ability to indepen-
dently write, modify, or extend code of similar complexity
of the task that they just worked on without AI. This value
was later used to calculate the correlation between their
perceived and actual performance. Participants were then
asked to take a short break, before proceeding to working
on the evaluation tasks.

• Phase 2. [Evaluation] 3 Topics × 2 Coding Tasks + Sur-

vey. The evaluation tasks included three topics, each with
two coding tasks. Tasks within each topic were designed to
require applying the concepts used in the AI-generated code
solution of their corresponding training tasks. To ensure
ecological validity and simulate a task that would happen
in reality, the tasks were designed to require participants
to manually extend code of similar complexity to the tasks
they were trained on with AI. Therefore, we designed six
fill-in-the-blank tasks, in which a starter code was provided,
and three to five important lines of code within each task
was erased and were asked by participants to solve manu-
ally, without AI assistance. A timer was displayed on top
of each evaluation task and participants were asked to skip
the task after 10 minutes.
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Figure 6: Study 2 Procedure Overview: Participants used each technique to learn complex coding tasks about three topics:

queue, stack, and double-ended queue (deque). Each topic involved four steps: a short video tutorial (2 min), a warm-up task (5

min), a main task (15 min), and a questionnaire (3 min). After a 15-minute break, participants complete two evaluation tasks

(10 min each) for each technique without AI assistance. Techniques during training were fully counterbalanced, while the

topics had the same order in both training and evaluation phases of the experiment.

Lastly, participants were given a short questionnaire in
which they were asked several long-answer questions to
explain their likes, dislikes, and willingness to use each of
the two final code engagement techniques.

6.2.1 Data Analysis. To evaluate the performance on the manual
coding tasks, we used a simple rubric that focused on the missing
lines that participants were asked to fill. Participants only received
a full mark for that line if their code for that line was fully cor-
rect. Sometimes participants’ solution included additional lines of
code, in such cases, they would receive full marks only if it did not
change the main concept and how the task was using the given
data structure for solving the task, otherwise, they did not receive
marks.

In this study, we introduced another metric to determine friction
created by each technique: participants’ accuracy on answering
the questions when participants were using each of the Lead-and-
Reveal and Trace-and-Predict techniques which included sev-
eral questions.We collected the number of questions that was asked,
and how many attempts they required to correctly solve it. Partici-
pants received 100% for answering correctly on the first attempt,
50% if they answered correctly on the second attempt, and 0% if they
required a third attempt (as the correct answer was provided after-
ward). For each participant, we calculated the average accuracy for
each question type, by determining the mean of their performance
across all prompted questions. We looked at all three comparisons,
therefore, an alpha value of 𝛼 = 0.05

3 = 0.017 is used to determine
statistical significance.

6.3 RQ1 [Performance] How effectivel are the

techniques in supporting learning?

A Friedman test did not show a statistical difference between learn-
ers’ performance on the post-test evaluation tasks (𝜒2 = 3.79,
𝑝 = .150). The Trace-and-Predict technique achieved the highest
mean (𝑀 = 64.3, 𝑆𝐷 = 34.1), followed by Baseline (𝑀 = 57.6,
𝑆𝐷 = 39.2), and Lead-and-Reveal (𝑀 = 55.0, 𝑆𝐷 = 41.1).

6.4 RQ2 [Friction] What level of friction do the

techniques introduce?

A Friedman test revealed a statistically significant difference in
completion times among the techniques (𝜒2 (2, 𝑁 = 30) = 37.80, 𝑝 <

.001; completion times were not normally distributed as indicated
by a Shapiro-Wilk test). The Baseline technique resulted in the
shortest completion time (𝑀 = 470.9, 𝑆𝐷 = 318.2), followed by
Lead-and-Reveal (𝑀 = 857.4, 𝑆𝐷 = 298.6), while Trace-and-
Predict (𝑀 = 1251.2, 𝑆𝐷 = 469.8) took almost three times longer
than the Baseline to complete.

In terms of the accuracy of learners’ responses to the questions
prompted by each technique, for theTrace-and-Predict technique,
learners were asked an average of 8.3 tracing questions (to predict
values) and 3.7 short-answer questions to explain the highlighted
part of the code. For the Lead-and-Reveal technique, learners were
asked an average of 8.7 questions. Learners performed significantly
better on the Trace-and-Predict technique (𝑀 = 76.3%, 𝑆𝐷 =

14.2%) compared to their performance on the Lead-and-Reveal
technique (𝑀 = 58.0%, 𝑆𝐷 = 12.4%), as indicated by a paired t-test
(𝑝 < .001).

The Task Load Index asked participants specifically about their
cognitive load to understand the AI-generated code. For analysis, we
averaged the results on the six subscales across the three techniques.
A Repeated-measures ANOVA test (since task load index passed
normality with a Shapiro-Wilk test) showed that task load across
was statistically different across the three techniques (𝐹 = 7.4,
𝑝 = .001), with the Trace-and-Predict having the highest task
load index (𝑀 = 67.1, 𝑆𝐷 = 13.4), while the task load showed no
statistical difference between the Baseline (𝑀 = 58.9, 𝑆𝐷 = 14.7)
and Lead-and-Reveal (𝑀 = 59.6, 𝑆𝐷 = 11.9) techniques.

On particular task load subscales, a Friedman test showed sta-
tistically significance on the temporal subscale (𝑝 < 0.001) and a
Wilcoxon signed rank showed the Trace-and-Predict technique
having the highest temporal demand (𝑀 = 75.2, 𝑆𝐷 = 19.2). while
it was similar between Baseline (𝑀 = 55.2, 𝑆𝐷 = 24.1) and the
Lead-and-Reveal technique (𝑀 = 62.9, 18.0). A similar effect was
seen across the physical (𝑝 = 0.019), frustration (𝑝 = 0.021), and per-
formance (𝑝 = 0.039) subscales in which the Trace-and-Predict
had a higher demand, while the Lead-and-Reveal had a similar de-
mand compared to the Baseline technique, while mental demand,
perceived effort, and physical demand was similar across the three
techniques.
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6.5 RQ3 [Metacognitive Self-Assessment] How

do the techniques impact the ability to

assess one’s own performance?

A Spearman correlation analysis examined the alignment between
participants’ perceived ability (self-reported via Likert-scale re-
sponses) and their actual ability (measured through post-test man-
ual coding tasks) across the three techniques. The Lead-and-
Reveal intervention showed a moderate, significant correlation,
𝑟 = .26, 𝑝 = .017, indicating a better alignment of perceived and ac-
tual abilities. The Baseline technique had a weak, non-significant
correlation 𝑟 = .16, 𝑝 = .136, and the Trace-and-Predict tech-
nique similarly showed no significant correlation, 𝑟 = .15, 𝑝 = .171.
These results suggest that the Lead-and-Reveal technique sup-
ported participants’ self-awareness during their engagement with
the AI-generated code more effectively compared to the other tech-
niques.

6.6 RQ4 [Perceptions] How do participants

perceive each technique?

After the second study, participants were asked about their likes,
dislikes, and willingness to use each tool. Our qualitative analysis
on their responses revealed the following themes:

6.6.1 Lead-and-Reveal (V2). Participants frequently mentioned
that the tool facilitated guided problem-solving and provided step-
by-step guidance (n=26), which promoted logical thinking (n=17).
They appreciated how it enhanced their understanding of the code
structure (n=10), offered hints (n=11), and provided detailed feed-
back on mistakes (n=6). However, participants also pointed out
several drawbacks: lack of flexibility in the implementation (n=10),
being a time-consuming process (n=9), and difficulty in interpreting
certain feedback (n=8).

6.6.2 Trace-and-Predict (V2). The most common positive feed-
back centered around real-time variable tracking (n=18). Partici-
pants also appreciated the newly added short-answer questions and
provided feedback (n=14), which helped them better understand
the generated code (n=14). Some compared the experience to us-
ing debugging tools (n=10), as it enabled them to visualize code
execution (n=7).

On the downside, 15 participants expressed reluctance to use the
technique, citing its time-consuming nature and inefficiency for
simple or long codes (n=7). Others found the questions too simple
or repetitive (n=7). Additionally, some participants (n=6) reported
experiencing disruptions to their workflow (n=6).

6.7 Summary of Results

In summary, there was no significant difference in performance
across the three techniques. However, Lead-and-Reveal improved
participants’ alignment between perceived and actual ability with-
out increasing perceived task load, despite taking 1.82x longer than
Baseline. Trace-and-Predict, while taking 2.66x longer, intro-
duced higher friction. Participants preferred Lead-and-Reveal
for its support in problem-solving and computational thinking, ad-
dressing key challenges in AI-assisted learning by actively engaging
users in the process. While this warrants future studies to explore

the long-term impact and scalability of these techniques, our cur-
rent results point to the effectiveness of Lead-and-Reveal

in fostering self-awareness and enhancing problem-solving

skills during AI-assisted programming.

7 DISCUSSION AND FUTUREWORK

Our results indicate that the Lead-and-Reveal technique achieved
the highest performance in Study 1 (although not statistically sig-
nificant) and demonstrated the best alignment between perceived
and actual learning in Study 2, without increasing cognitive load
compared to Baseline in both studies. To facilitate further research
and usage, we have made the Lead-and-Reveal technique and an
accompanying task builder publicly available at https://lead-and-
reveal.vercel.app, enabling others to create new tasks using this
technique.

In the rest of this section, we discuss the limitations of our work,
synthesize design implications, and propose directions for future
work.

7.1 Limitations

Our results are limited by the small sample size in Study 1 and lim-
ited exposure of participants to each technique in Study 2. These
factors may explain the lack of observed statistical effects. Addition-
ally, both studies focused on algorithm-heavy tasks, limiting task
diversity. While tasks involving unfamiliar syntax or APIs were
considered (as in Yan et al.’s study [119]), we focused on tasks that
posed a greater challenge for engagement with AI-generated code
beyond simple memorization. Instead our tasks require engagement
from multiple angles including decomposition, pattern recognition,
data representation, abstraction, and algorithm design. Although
this may limit the generalizability of our results, we believe our
study addresses the most critical aspects of the issue.

In our studies, we assumed AI-generated solutions were correct,
although LLMs can generate incorrect code. For techniques like
Trace-and-Predict and Explain-before-Usage, where the code
is displayed before user interaction, this assumption is less problem-
atic since users can read and test the code for verification. However,
for techniques that involve user engagement before revealing the
final solution, this could reduce perceived value of the interaction
if the final code is incorrect. Although this can be mitigated by
improved models and techniques (e.g., Chain-of-Thought [114] that
power recent models like GPT-o1), future techniques could ver-
ify AI-generated code by running test cases, engaging users only
if the tests pass. Additionally, the techniques did not allow users
to ask follow-up questions from the AI. Future research could ex-
plore follow-up interactions as another metric for user engagement
with AI-generated code. Participants were also assigned to specific
techniques in our experiments, we envision that in real-world set-
tings, users would have the option to choose their preferred type
of friction. Future work could explore providing this agency and
examine user preferences over time. These simplifications in our
study designs ensured consistency and allowed us to focus on eval-
uating the effectiveness of the types of friction introduced with
each technique.
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7.2 Friction-Induced AI

To ensure long-term productivity gains, researchers in human-AI
interaction have proposed various concepts, such as promoting
‘metacognitive’ reflection [106], antagonistic or sycophantic AI
[14], or making AI act as coach [48], or AI as a provocateur [97].
A common theme among these concepts, is a call for action that
AI should augment and not automate. In alignment with these ap-
proaches, we introduce Friction-Induced AI, wherein the AI does
not allow users to use its generated solution immediately. Instead,
it engages the user in the process of generation, while challenging
them (similar to Lead-and-Reveal) and providing opportunities
for reflection. We believe this concept generalizes beyond just AI-
assisted programming but human-AI interaction more generally.
The term “friction” here does not refer to creating frustration or
unnecessary difficulty. Rather, it refers to temporarily slowing the
user’s interaction, ensuring they engage critically, rather than pas-
sively using AI’s output. However, our results—specifically in code
generation—show that for effective outcomes, friction must be prop-
erly designed. Below we highlight key dimensions in effectively
designing Friction-Induced AI, particularly in AI-assisted program-
ming.

7.2.1 Effective Friction Type. An interesting finding from the sec-
ond study (Section 6) was that participants performed significantly
less accurately on the leading short-answer questions in Lead-and-
Reveal (58%) compared to Trace-and-Predict (76%), indicating
that users were more challenged by the questions in Lead-and-
Reveal. Notably, despite the increased challenge, the use of Lead-
and-Reveal did not result in a higher cognitive load compared to
Baseline, whereas Trace-and-Predict did. This suggests that ef-
fective and beneficial friction should be designed to engage users in
meaningful activities, similar to Lead-and-Reveal, which engaged
users in the problem-solving aspect of the task. The technique also
allowed reflection in a short, interactive conversation with the AI.
Similarly, Solve-Code-Puzzle provided a scaffolded approach to
constructing code from scrambled code blocks, which previous re-
search has shown to be both fun and engaging without imposing
high cognitive demands [19, 87, 115].

Additionally, the Lead-and-Reveal technique inherently has
gamification in its engagement and learning process: the next line
of code is revealed only after the user successfully explains the
action required in that line. This could be a rewarding experience
and increase motivation while engaging the user in a process that
mirrors real-world problem-solving. However, not all tasks are
solved linearly, from top to bottom. Often, code is constructed
from a combination of patterns that are distributed throughout
the code. Future tools should therefore focus on decomposing code
hierarchically and guiding users in the hierarchical decision making
process.

In contrast, effective friction should avoid engaging the user
in simple and repetitive tasks like typing over generated code
(Guided-Write-Over), or merely translating pseudocode to code
(Interactive-Pseudo-Code). It should also avoid tasks where the
engagement does not create new knowledge like repeatedly tracing
values of different variables (Trace-and-Predict), or confusing the
user by mixing correct and incorrect code (Verify-and-Review).

7.2.2 Beyond Code Generation. AI-assisted programming extends
beyond mere code generation or completion. It includes various
scenarios where introducing appropriate friction can enhance cog-
nitive engagement and help prevent skill degradation. In these
contexts, AI operates autonomously, solving a user’s problem like
an agent without additional user involvement. Here we discuss two
particular scenarios: debugging and AI-assisted decision making.

First, when AI is used for debugging and fixing a user’s code—
particularly for novice or end-user programmers [66]—it often gen-
erates the fixed solution. However, debugging is a fundamental
computational thinking skill [117], and must be practiced to en-
sure programming proficiency. Researchers have already explored
introducing similar forms of friction to support help-seeking behav-
iors. CodeAid [64] highlights incorrect lines of code with suggested
fixes that users must apply themselves. Similarly, CodeTailor [51]
generates a scrambled version of the fixed code, requiring users to
rearrange it, similar to Solve-Code-Puzzle. Another form of mean-
ingful friction could involve engaging the user in the step-by-step
debugging process alongside the AI, similar to Lead-and-Reveal.
This approach could enhance debugging skills while offering a
greater sense of accomplishment.

Second, when AI is being used to make decisions for program-
ming tasks—especially in scenarios involving complex trade-offs,
such as machine learning, data analysis [38, 39], and software de-
sign [116]—it is crucial to encourage programmers to think critically
about these decisions. Reflecting on these decisions promotes their
critical thinking and problem-solving skills, and their ability to
verify AI-generated code and decisions. Researchers are already
developing tools to assist novices in making better software design
and architectural decisions with generative AI [21]. However, when
AI autonomously solves tasks for the user, there is a risk that this
could negatively impact their decision-making skills. A more en-
gaged, user-involved AI assistance might result in better decisions
and improved mental models, an area that future research should
explore.

7.2.3 Beyond Educational Contexts. Lastly, an important design
implication emerges from the synergy between adding friction and
enhanced verification in AI-assisted programming. Although we
studied friction in the context of programming with novices learn-
ing about complex algorithmic tasks, but friction can potentially
be suitable in productivity scenarios as well. Friction-induced AI
can potentially prevent long-term productivity losses, as well as
enhance short-term verification of AI outputs, leading to immedi-
ate productivity gains. Introducing friction, like cognitive forcing
functions, has been shown to support AI-assisted decision-making
and reduce over-reliance on AI [12]. Similarly, adding intervention
points and employing progressive disclosure has been another type
of friction that has been demonstrated to increase programmers’
sense of control and ability to verify outputs during AI-assisted
data analysis [63].

This dual benefit underscores how adding meaningful and effec-
tive friction could make it suitable for productivity scenarios and
not just for educational contexts. It not only improves short-term
verification and productivity but also helps prevent long-term pro-
ductivity loss by augmenting human cognition and encouraging
higher-order cognitive engagement. As a result, techniques like
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Lead-and-Reveal could be designed to incorporate intervention
points that allows users to progressively verify and correct the AI’s
output, while also promoting deeper learning as code is generated.

8 CONCLUSION

Over-reliance on AI poses considerable risk to the development of
computational thinking skills among novice programmers. How-
ever, as generative AI continues to change the landscape of program-
ming, it is essential to harness its benefits by understanding how
to effectively integrate it into educational settings. In this paper,
we introduced the concept of friction-induced AI, which requires
users to cognitively engage with AI-generated content (specifically
code), to enhance short-term productivity gains while preventing
long-term productivity loss due to over-reliance on AI.

We systematically explored the design space of cognitive en-
gagement techniques, developing seven distinct interfaces that
introduce varying levels and types of engagement. Through an it-
erative design process and two empirical evaluations, we identified
that the Lead-and-Reveal technique balances imposed friction,
learning gains, and improved self-assessment accuracy. Specifi-
cally, Lead-and-Reveal improved the alignment between learns’
perceived and actual coding abilities without increasing cognitive
load, demonstrating its potential to improve learning and prevent
over-reliance. Beneficial friction can be viewed as a supportive
scaffold that empowers students rather than acting as an obstacle.
By requiring users to engage actively, these techniques promote
metacognitive reflection and improve problem-solving skills. Fu-
ture research should explore more diverse programming tasks and
user-driven engagement strategies to further validate these findings.
Ultimately, designing AI tools that support deeper cognitive reflec-
tion remains crucial to maintaining both short-term productivity
and long-term skill development in programming.
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